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Series Editor's Preface 

In this new edition of his splendid book, David Wood takes us through 
the various images of childhood presented by the key developmental 
theorists and explores the new ideas, research and practical lessons for 
teachers that have emerged from these theories in the last decade. He 
steers us through the ideas of Vygotsky, the neo-Piagetians and 'neo-
nativists' and brings these very different approaches together in a 
helpful synthesis. He highlights the challenges to cognitive theorists 
posed by recent research, emphasizing the ways in which children's 
thinking and learning are grounded in social situations. Within his 
social constructivist framework, he examines the most recent ideas on 
children's language acquisition, on the development of children's 
ability to make sense of others, on literacy and cultural context. And he 
gives us an extensive and timely consideration of the conceptual 
developments involved in children's understanding of the foundations 
of mathematics. In his important last chapter he tackles the key 
challenge of understanding individual differences in children's achieve-
ments and experiences at school. Why do some children struggle and 
fail at school? Why is it so hard to relate the encouraging findings of 
cognitive research to the world of the classroom? Throughout the book, 
the implications for educational practice of the most recent studies are 
drawn to our attention, and the central importance of understanding 
children's conceptual development if we are to help them learn is 
exposed. 



Preface to the Second Edition 

The first edition of this book appeared ten years ago. Anyone who has 
attempted to maintain a broad view of progress within developmental 
psychology will appreciate the vigour with which both theoretical and 
empirical issues have been pursued in the discipline during the interven-
ing decade. We have seen both increasing theoretical divergence and 
some serious attempts at theoretical synthesis. The rise of 'neo-nativist' 
theories has motivated research which has led to a much greater 
appreciation of the inborn capacities of the human infant and the role 
of maturation in development. This, in turn, has created many chal-
lenges for 'classical' cognitive developmental theorists who seek to 
attribute to experience what nativist theories claim for inborn abilities. 
At the same time, research from a quite different theoretical tradition 
has also challenged cognitive theory on the grounds that learning and 
knowledge are much more 'situated' in everyday experience than such 
theories proposed. Cognitive theory, it is claimed, locates too much 
processing in the mind and too little in the physical and social situation 
within which learning takes place. Some psychologists within the 
cognitivist camp have responded to these challenges by extending their 
own theoretical frameworks in an attempt to encompass and integrate 
elements of maturation and socio-cultural considerations within a 
developmental account of psychological growth. 

Thus, although the major 'images' of childhood around which I 
organized the first edition are still with us, they have undergone a 
number of important modifications and extensions. These will be a 
major focus of this new edition. 

Anyone who has been in this field for any time will realize that it is 
impossible to do justice to all of the theory and research that is relevant 



Freface to the Second Edition xiii 

to a book like this one. I have had to be selective and realize that I have 
left out much of merit. As I did in the first edition, I concentrate mainly 
on ideas and issues, using illustrative examples from research in an 
attempt to make these accessible to newcomers to the field. 

Much of what I wrote in the first edition remains, though this book 
is about 20 per cent longer than its predecessor. I have left the historical 
sections of the book pretty well untouched since I found no reason to 
re-write my own view of the past. I have added a new, overview chapter 
(ch. 2) in which I try to outline some of the major developments that 
have occurred over the past decade. I have also amended the ensuing 
chapters to discuss these developments in relation to the substantive 
topics addressed in each. The chapter on mathematics is almost 
completely re-worked and much longer than that in the first edition. 
The main reason for this is my own sense of excitement about the 
advances that have been made in this area, both in our theoretical 
understanding and in our knowledge of children's understanding. 
These advances have also led to some important new ideas about how 
mathematics teaching might be improved. In the last chapter, which has 
also been revised considerably, I have included a short section on 
educational technology and its relation to the maj or theories of learning 
and development considered in the book. 

I think this edition may be less easy to read and understand than the 
first one. I excuse myself by claiming that the thinking of researchers in 
the field has become conceptually more subtle. Further, attempts to 
create more integrative and over-arching theories also means that a 
wider and more varied literature has had to be consulted and summa-
rized than was the case a decade ago. However, I hope that, though 
difficult, the ideas presented are accessible. Time will tell. 

David Wood, Nottingham. 
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Introduction 

From Pavlov to Piaget . . . a 
round trip? 

Theories about how children think and learn have been put forward 
and debated by philosophers, educators and psychologists for cen-
turies. F. IS. Clastic in his book Ihe leacbur, for example, explores 
the historical influences that have helped to shape modem views 
about children and their growth into adults and citizens. I Ic traces 
back to Ancient Greece, Rome and Judca competing views on the 
nature of learning and education that are still debated today. He also 
discusses the way in which ideas about the nature of infancy and 
childhood dictate Lhe ways in which we think about teaching and 
education. Our images ot children-as-learncrs are reflected, inevit-
ably, in our definition of what it means to teach. 

In this book, I will be describing and discussing theories about 
learning and thinking that have been formulated and explored over 
the past twenty-five years or so. 1 lowevcr, it is important to 
recognize the fact that contemporary thinking about education. 
learning and leaching is not 'brand new" or untouched by the work 
of previous generations of scholars and teachers. Their ideas and 
insights have been absorbed and transformed over rime and trans-
lated into modern terms, not eradicated. Although I have chosen to 
focus on recent developments, mainly for reasons ot space, 1 will try 
in this chapter to give a brief overview of how and why certain 
theories of human development, particularly that of Jean Piaget, 
became prominent and influential in the mid-1960s. 1 begin with 
what seem to me to be some ot the more important 'landmark' 
discoveries and observations that have helped to shape contemp-
orary theories of human nature. 
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Changing perspectives on learning and development 

Throughout the 1960s and 1970s, our thinking about the nature of 
children's thinking and learning was dominated by the ideas of Jean 
Piaget. The seventies in particular were marked by an extensive 
international research effort designed to test out the implications of his 
theory. As we shall see in chapter 1 and indeed throughout the book, 
this revealed the main strengths and weaknesses of his ideas and laid the 
foundations for a new generation of 'neo-Piagetian' theories which 
have emerged and, in turn, been tested over the past decade. It should 
come as no surprise, then, to find frequent references to his theory in this 
book. Although not an educationalist, nor primarily a psychologist, 
Piaget's astute observations of children and his extensive theorizing 
about what these have to tell us about the growth of mind can hardly 
be ignored in a book about children's learning and thinking. And yet, 
and this is perhaps surprising, Piaget's theory was neglected for many 
years, at least by English-speaking psychologists. Although his first 
works were translated into English in the 1940s, it was not until the 
mid-1960s that they were given serious consideration by the majority 
of American and British psychologists. 

The rise of learning theory 
In a book that he edited in 1964, Theories of Learning and Instruction, 
the American psychologist E. Hilgard predicted that Piaget's views, 
neglected for twenty years or so, were destined to achieve prominence 
thereafter. How right he was. But why was the theory neglected for so 
long, and what was happening in the 1960s that brought it onto centre 
stage? Well, the major theories and debates that figured in Hilgard's 
book and had dominated the psychology of learning for several decades 
were of such a nature that they effectively ruled out any serious 
consideration of the ideas that Piaget was putting forward. For exam-
ple, a great deal of thought, time and study had been given to analysing 
the nature of 'reinforcement' and its role in learning and instruction. 
Ivan Pavlov, a Russian physiologist and psychologist, had demon-
strated in 1927 that it was possible, using quite simple experimental 
techniques, to teach an animal to make novel 'responses' to new 
'stimuli'. For example, given sight of food, a hungry dog will, naturally, 
salivate. Normally, a 'neutral' stimulus, say the sound of a bell ringing, 
will have no such effect on the beast. However, if on a number of 
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occasions the bell is made to ring just before food is presented to an 
animal, its sound alone will come, eventually, to evoke the salivation 
response. From this apparently simple observation grew several differ-
ent theories of learning. 

Psychologists in many parts of the world attempted to discover 
general laws that would lead eventually to a scientific theory of 
learning. Such theories, and there are several, are usually referred to as 
'S-R' ('Stimulus-Response') or 'learning theory'. Pavlov's experimen-
tal demonstrations of animal learning were replicated many thousands 
of times with different species, focusing on a wide variety of behav-
ioural responses that were conditioned to many types of stimuli and 
'reinforced' in a multitude of different ways. Although several alterna-
tives to Pavlov's theory arose out of this research, most shared the same 
quest: to formulate laws whereby, irrespective of the species, stimuli, 
responses or reinforcer used, the relations between the conditions of 
learning (e.g. when and how often a response to a given stimulus was 
reinforced) and the learning outcomes could be predicted. To give but 
one example, one of the most influential American psychologists, B. F. 
Skinner (e.g. 1938) demonstrated in many experiments that the best 
way to guarantee that an animal learns how to make a particular 
response to a stimulus is not to give it reinforcement every time it 
performs the response. The secret to rapid and enduring learning is 
what Skinner termed an intermittent schedule of reinforcement. His 
experiments showed that the key to effective teaching (a process that he 
referred to as 'shaping behaviour') involves only the occasional rein-
forcement of the desired response. So, for instance, if a hungry rat is 
being taught to press a lever, only some of the presses should deliver a 
pellet of food. The experimenter's aim should also be to withdraw 
reinforcement as quickly as possible. 

Basically, what Skinner has shown is that shaping an animal's 
behaviour to ensure that it maintains the response (that is, it continues 
to make the response whenever it meets the appropriate stimulus) 
involves a specific and rather complex relationship between response 
and reinforcement. It is not simply a case of rewarding behaviour every 
time it occurs. When Skinner applied his findings on animal learning to 
the teaching of children, it led him to criticize teachers for not 
employing effective 'schedules of reinforcement' in the classroom. In 
'Why teachers fail', a chapter of his 1968 book, he argued that formal 
education is usually based on 'aversive control'. Teaching rests on 
punishment and ridicule for inappropriate behaviour, rather than 
showing a concern for the shaping and reinforcement of responses to 
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be learned. He also claimed that lessons and examinations are designed 
to reveal what pupils do not know and cannot do, rather than to expose 
and build upon what they do know and are able to learn. Thus, he 
argued, teachers fail to 'shape' their children's behaviour effectively, 
leading to inappropriate learning or to learned responses that are 
quickly forgotten. Skinner went on to design the first 'learning pro-
grams' for use on teaching machines in an attempt to apply his theory 
to education. 

Skinner's observations led to a vast technology of experimental 
studies of learning. Many different reinforcement schedules were 
designed, and their effects on the speed of learning and on the retention 
of what was learned were tested out. Such investigations of learning and 
arguments about the nature of reinforcement - e.g. what constitutes a 
reinforcer for a given species - were at the heart of theory and research 
in the period between Pavlov's pioneering work and Hilgard's review 
of the field in the mid-1960s. 

The decline of learning theory 
Part of the appeal of these approaches to the study of learning was the 
promise they offered of formulating theories that dealt only with 
directly observable and manipulable phenomena. By creating accounts 
concerned exclusively with 'objective' relationships between condi-
tions of learning and observable responses it was hoped that a science 
of behaviour could be constructed that needed to make no appeal to 
'subjective' mental states such as 'interest' or 'curiosity'. 

Many of the contributors to Hilgard's volume had come to the 
conclusion that this general approach to the study of learning and the 
many seemingly intractable problems that it was facing was ceasing to 
be productive or profitable. The reasons for the rise in scepticism and 
a search for new concepts and methods were many, varied and 
complicated. We will not explore them in detail here. However, I will 
give a few examples to help to explain why the psychological territory 
of the time proved fertile to Piaget's ideas. 

In one of the chapters in Hilgard's book, Pribram, an American 
psychologist, makes favourable reference to Piaget's theory and at-
tempts to integrate some of its insights with his own ideas. Pribram had 
undertaken a number of research studies into animal learning. He cites 
observations which helped to convince him that external reinforcement 
was not a necessary condition for learning, thus questioning the very 
foundations of the then dominant theories of learning and instruction. 



Introduction: From Pavlov to Piaget 5 

In one study, for instance, a monkey was being conditioned to operate 
a bit of machinery that, when a lever was pulled, delivered a reinforcing 
peanut on an intermittent basis. The animal was left free to operate the 
lever for as long as it so 'desired'. When a reinforcer appeared, the 
monkey would often 'store' it in its food pouch (located inside the 
mouth). It did not, then, always consume the peanut after a 'reinforced' 
response. Occasionally, when no peanut appeared after a pull on the 
lever, the animal would take a peanut from its pouch and eat it. In so 
doing, it reinforced itself after a supposedly non-reinforcing trial (thus 
somewhat defeating the psychologist's attempt to put it on a specific, 
pre-determined schedule!). As the experiment continued, there came a 
point at which the animal's food pouch was fully stuffed and its cheeks 
bulged to capacity. Despite being satiated and, hence, unlikely to profit 
from further 'reinforcement', it continued to operate the lever. Hands 
and feet stuffed with peanuts, the monkey began to chuck nuts out of 
the cage but still operated the lever to gain more. 

Such observations led Pribram and many other psychologists of his 
time to question the assumption that external reinforcement of the sort 
implicated in some theories of learning was a necessary condition for 
learning to take place. One could speculate about Pribram's monkey in 
several ways. Perhaps the animal continued to operate the equipment 
not for nutritional gains but more for the 'pleasure' of playing with it. 
Was it trying to 'outwit' the schedule, like a gambler, by attempting to 
work out the 'rules' governing payoff? Whatever the reason, it seemed 
to Pribram that the activity itself held some intrinsic interest for the 
animal. 

Piaget's theory, as we shall see, places action and self-directed 
problem-solving at the heart of learning and development. By acting on 
the world, the learner comes to discover how to control it. In human 
beings, learning how to act on the world and discovering the conse-
quences of action form the bedrock of thinking itself. As psychologists 
studying learning began to entertain (or, more accurately, to re-
entertain) ideas about intrinsic motivation and the importance of 
activity and mastery for its 'own sake', Piaget's theory provided a 
compatible and already well-developed approach to the study of 
learning and development. The time was right for the theory to be taken 
seriously. 

Piaget's theory also seemed to provide answers to several other 
difficult problems. For instance, many references are found in Hilgard 
to the phenomenon of 'critical periods' for learning. Whilst animals and 
humans are able to learn some things with little effort at certain points 
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in their life cycle, they seem incapable of learning the same things at 
other times. So, for example, learning to walk and, as we shall see, 
learning to talk, seem to follow a natural time-scale. Attempts to teach 
very young children to talk, for instance, will fail. Once 'ready', 
however, they seem to learn how to talk 'naturally' and without any 
deliberate or conscious teaching by adults. If exposure to a language is 
left late, say into puberty, the nature of any learning that takes place is 
of a different kind. Learning a second language involves psychologi-
cally different processes from those which make mother-tongue acqui-
sition possible. Piaget's theory, as we shall see, offers a detailed and 
specific account of universal stages in human development which 
provide a possible explanation as to when and how a child is ready to 
learn or develop specific forms of knowledge and understanding. 
Attempts to teach the products of a 'later' stage before previous stages 
have been passed through cannot facilitate development, nor can it 
foster understanding. So, Piaget's theory offered a 'ready made' expla-
nation for critical periods in the development of human intelligence: its 
time had arrived. 

Although Hilgard anticipated the surge of interest in Piaget's theory, 
he was not in a position to envisage the directions that debates and 
arguments about it would take. Indeed, many of the specific issues that 
have grown up around the theory find no mention in Hilgard's 
bibliography or index. One central theme that you will find running 
through the chapters of my book concerns the nature of the relationship 
between talking and thinking. Although 'verbal behavior' is listed in 
Hilgard's index, the term 'language', and related words like 'talking' 
and 'listening', are not mentioned. This was a sign of the times. 
Psychologists interested in learning had, it seems, yet to read or to digest 
the early works of Noam Chomsky, an American linguist. These started 
to appear in print in the late 1950s. They were to inflict a serious, some 
would say lethal, blow to learning-theory accounts of how children 
learn their 'verbal behaviour'. Indeed, Chomsky's theory led some 
students of language development to reject the idea that children are 
taught how to talk at all, as we will see in chapter 5. 

Piaget and Chomsky were united in their opposition to the view that 
human learning can be understood in terms of the reinforcement of 
connections between stimuli and responses, but offer very different 
perspectives on the nature of language and its development. Briefly, for 
we will look at the issue at greater length in later chapters, Piaget's 
theory leads to the claim that a child's ability to understand what is said 
to him and, in turn, his ability to use language informatively, depends 
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upon his stage of intellectual development. This view leads to a number 
of explicit predictions about when children can learn how to talk and, 
when they do so, what they will understand by what they say and hear. 
Young children's understanding of terms like 'if. . . then', 'as much as', 
'the same as', 'more than' and 'because', for example, differ from the 
meaning put upon them by older children and adults. At a deeper level, 
the theory also predicts that young children at certain stages of 
development are theoretically incapable of expressing ideas that in-
volve the ability to understand the world from another person's point 
of view. What they are able to say is constrained by their stage of 
development. Chomskian theorists, on the other hand, argue that the 
course of specifically linguistic development, like the child's use and 
understanding of grammar, cannot be understood simply in terms of 
stages of intellectual development, nor in terms of communication 
skills. The child, in this view, possesses a natural capacity to discover 
how language is structured. Language development is a 'special' affair 
and cannot be explained in terms of the child's general knowledge of the 
world. This seemingly remote and academic argument, as I hope to 
demonstrate later in the book, has important implications for the way 
in which we view children's abilities to think, learn and understand. 

Another important series of questions and issues that received no 
mention in Hilgard's book, but which have since achieved great 
significance, also revolve around arguments about the nature of lan-
guage and its role in learning and education. In the 1960s, the USA was, 
as it remains today, a multi-cultural and multi-lingual society. How-
ever, students of learning had yet to address the many important 
questions this state of affairs raises for education and teaching. In the 
UK, Basil Bernstein (1960), a sociologist, was about to announce what 
was to become an influential and controversial thesis about the 
relations between socio-economic class and language. He put forward 
the view that differences in the average levels of academic achievement 
attained by children from different home backgrounds can be under-
stood and explained in terms of the ways in which language is used and 
structured in different social groups. Children from diverse social 
groups learn how to use and understand language in different ways. 
Such linguistic differences affect adjustment to, communication in, and 
learning at, school. Seizing upon these ideas, educational theorists and 
researchers in the USA extended them to provide 'explanations' as to 
why American black children fared less well in school, on average, than 
their white peers. This, as we will see in chapter 5, was to have a 
dramatic effect on political action in both the USA and the UK as both 
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societies attempted to ensure greater equality of opportunity for less 
well-off children by state action designed, amongst other things, to 
overcome 'linguistic deprivation'. Here too, academic debate about the 
relation between language and thought, largely ignored until the late 
1960s, spilled over into heated educational and political debate. 
Bernstein's ideas were also destined to come into conflict with those 
expressed by Chomsky and other linguists. Is it really the case that some 
children fail to 'learn' language as some American theorists seemed to 
suppose? If children acquire language naturally, as Chomskians argue, 
is it theoretically sound to assume that some families 'deprive' their 
children of language? Such assertions, from a Chomskian perspective, 
are literally nonsensical. We consider the arguments, and their educa-
tional implications, in chapters 5 and 9. 

Learning and instruction 

Piaget wrote very little about the educational implications of his theory. 
However, the idea that children pass through stages of development, 
and the assertion that they cannot learn or be taught how to function 
at 'higher' levels before they have passed through the lower ones, were 
taken up widely and formed the basis for a new theory of learning 
readiness. Many psychologists and educators (e.g. Schwebel and Raph, 
1974) explored the educational ramifications of Piaget's theory and 
transformed it into curricula, approaches to teaching and a whole 
philosophy of education. Developmental theory was en route to 
educational practice. J. S. Bruner, one of the American psychologists 
who contributed to Hilgard's book, was also beginning to formulate a 
theory of instruction which, though similar in some respects to Piaget's 
views, differed radically from them in a number of other ways, 
particularly in relation to the notion of developmental stages. Perhaps 
the different perspectives are best introduced with a very brief account 
of the intellectual background and motivation of these two theorists. 

Piaget and Bruner 
Piaget's academic roots lay in biology. As a teenager, for instance, he 
had undertaken and published the results of experiments on mollusc 
growth which gained him international acclaim (Boden, 1979) and an 
invitation to become curator of a museum in Switzerland! His main 
quest, which motivated his studies of children, was to create an 
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integrated theory of biology and philosophy of mind. For reasons we 
explore later, he went on to explain the evolution of mind and 
intelligence in terms of the development and realization of logic. He also 
sought common principles that would establish a theoretical continuity 
between biological and mental evolution and would help us to under-
stand the origins and development of logical, mathematical and scien-
tific thought. Though he studied the thinking and understanding of 
children and adolescents in breadth and depth, he did not, as far as I 
know, conduct any extensive or systematic studies of adult thinking. 
What he did do, however, was to provide explanations to mathemati-
cians and natural scientists about the genetic and developmental 
foundations of their theories. For example, he lectured to physicists on 
the relation between time, velocity and distance and suggested that by 
looking at the formation of these concepts in children, they might 
understand how their own formal concepts of time and space evolved 
and discover their 'primitive' intellectual foundations. His views on 
concepts of time and space motivated Einstein to ask him if the origins 
of the theory of relativity could be understood in developmental terms. 
This question, according to Boden, led to theoretical work by Piaget's 
physicist colleagues who provided such an account. 

Some of Bruner's early research was concerned with the study and 
analysis of adult reasoning. Working with others (Bruner, Goodnow 
and Austin, 1956) he undertook a series of experimental studies which 
convinced him that people do not utilize a single 'method' or 'logic' in 
reasoning and problem-solving: instead they adopt one of a number of 
strategies that differ in scope, power and efficiency. Whereas Piaget was 
interested primarily in the structure of mature thinking, Bruner sought 
to describe the different processes that are implicated in creative 
problem-solving. Such processes, in Bruner's view, vary from indi-
vidual to individual and from discipline to discipline (e.g. Bruner, 
1966a, 1971). 

The similarities between the two theories are, however, of equal 
interest. Both place emphasis on the importance of action and problem-
solving in learning. They also adopt a similar position with regard to the 
different ways in which knowledge can be 'represented' or embodied, 
as we will see in chapter 8. Abstract thinking, in both accounts, should 
grow out of, be abstracted from, material actions. From both perspec-
tives, teaching that teaches children only how to manipulate abstract 
procedures (e.g. learning how to solve equations) without first estab-
lishing the deep connections between such procedures and the activities 
involved in the solution of practical, concrete problems (which the 
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procedures serve to represent at a more abstract level) is bound to fail. 
Children will only understand and generalize lessons about abstract 
mathematics, for example, if these are grounded in practical problem-
solving. Where the two theories part company is in relation to the value 
of formal logic as a description of the ultimate 'destination' of intellec-
tual development. Bruner argues that logic is not the basis for mature, 
adaptive thinking; rather, it is one of several 'special' ways of thinking. 
The rejection of logic as a framework for understanding the nature and 
development of thinking leads on to many other points of disagree-
ment. 

Another aspect of Bruner's psychology, in comparison to Piaget's, is 
a greater emphasis on the role of language, communication and 
instruction in the development of knowledge and understanding. For 
Bruner, the processes that underlie intelligent and adaptive thinking are 
not exclusive inventions of the child. Rather, they are communicated, 
albeit in subtle ways, from the more mature to the immature. Whilst 
Piaget does provide a role for social interaction and communication in 
his theory, it plays a far less important part in the development of 
intelligence than it does in Bruner's account. Another major theme, 
perhaps the main one, that permeates this book is a discussion of these 
proposed relations between instruction, communication, learning and 
thinking. Different theories about the character of these relationships 
lead to radically different views on the nature and the importance of 
teaching in development, as we shall see. 

Vygotsky and Bruner 
Two years before Hilgard's book was published, Bruner had written an 
introduction to a book entitled Thought and Language, a translation 
of a work first written in 1934 by a Soviet psychologist, L. S. Vygotsky. 
Like Bruner and quite unlike Piaget, Vygotsky also placed instruction 
at the very heart of human development. Indeed, he defined intelligence 
itself as the capacity to learn through instruction. Vygotsky's views 
received no mention in Hilgard. Indeed, the assimilation of his thinking 
into Western psychology has been slow. With a few exceptions, like 
Bruner (and Piaget), students of human learning and thinking made 
little reference to his ideas. During the past decade, however, his 
influence on psychological thinking worldwide has been considerable. 
One 'landmark' event in the introduction of his ideas to the West was 
the publication in 1984 of a book edited by James Wertsch. This was 
dedicated to the exploration of Vygotsky's perspectives on human 
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development and included chapters by American, European and Soviet 
contributors. I will refer to some of its content later in the book. 

Vygotsky's thinking on development is difficult to summarize in a 
few words. Let me make a few preliminary comments here to provide 
some sense of the directions in which his approach points us. Like 
Bruner, who was influenced by him, Vygotsky puts language and 
communication (and, hence, instruction) at the core of intellectual and 
personal development. What is unique about Vygotsky's account is its 
scope and its philosophical foundations. Unlike Piaget, with a back-
ground in biology and natural sciences, Vygotsky's primary concern lay 
in understanding the nature, evolution and transmission of human 
culture. His early work included the study and analysis of 'representa-
tion' in art and literature. His perspective on psychology reflected his 
views on the historical and cultural origins of the way in which people 
in different societies come to act upon, construe and represent their 
world. So, where Piaget sought to unify biology, natural science and 
psychology, Vygotsky's quest was to integrate psychology with an 
analysis of history, art, literature, cultural activity and sociology. He 
sought nothing less than a coherent theory of the humanities and social 
sciences. As we shall see, these very different theoretical orientations 
lead to different images of childhood and schooling. 

Uncertainty and information 

The invention of Morse, radio, radar and other electronic means of 
communication has had, and continues to have, a profound effect on 
psychological theory. The development and perfection of electronic 
communication systems was made possible not only by the creation of 
new gadgets and hardware but also by the development of communi-
cations theory. As we will see in the next four chapters, some psycholo-
gists drew upon these theoretical developments in electronics to create 
new analogies for thinking about and constructing mathematical 
'models' of human abilities. The conception of people as 'limited 
information-processing systems' developed apace during the Second 
World War when a generation of psychologists put their knowledge 
and skills to work in a number of areas, such as the construction of tests 
for personnel selection and the development of training techniques. 
They also helped to design the machines of war and instruments of 
defence, detection and communication to take account of what has 
become known as 'human factors'. 
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Effective 'communication' between humans and machines and the 
skilful control of complex systems demands designs that do not overtax 
or exceed people's abilities to attend to, monitor and react to the 
behaviour of the system under control. We are able to attend to just so 
much information at any one moment and the assimilation of informa-
tion and adaptive responses to it demand time. Any system that 
provides too much critical information at any one moment or which 
leaves the human operator with too little time to interpret and react to 
it makes inhuman demands and cannot be controlled. So, for instance, 
the design of instrument panels in aircraft and the layout of aircraft 
runway lights incorporate results from psychological analyses of hu-
man information-processing abilities (e.g. Gibson, 1950). These helped 
to maximize the probability of effective pilot reactions and to minimize 
the possibility of pilot error. 

Information processing 
During the 1950s and 1960s, the use of mathematical models to try to 
provide explicit, formal theories of human abilities became a major area 
of research in psychology. Although attempts to generate very precise 
models failed for a number of interesting (but currently irrelevant) 
reasons, the view of man as an information processor remains a 
powerful metaphor in the discipline. For many years, the information-
processing approach in psychology provided a language for construct-
ing 'models' of specific areas of human activity (for instance, to describe 
how we go about solving mathematics problems). With the advent of 
fast, powerful and cheap computers, we have seen, over the past decade, 
a proliferation of 'computational models of the mind' and terms such 
as 'cognitive architecture' have entered the psychological dictionary as 
a means of expressing information-processing theories of mental 
processes. Don't worry if this seems rather abstract and vague at the 
moment: we will be exploring specific examples in later chapters. 

The information-processing approach in psychology provided a new 
language and an 'image' of man to rival S-R approaches. To illustrate 
the difference between the two perspectives, imagine the following. As 
I am writing this section, I have a cup of coffee by the side of my 
computer terminal. Every so often, I reach out to grasp the cup and take 
a swallow. Usually, I begin to reach out for the cup whilst reading what 
I have just written. Just before my hand reaches the cup, I glance 
towards it to make sure that I am poised in a suitable position to pick 
it up and lift it to my lips. One could describe my behaviour as a series 
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of responses, each triggered by a specific stimulus. The language of 
information processing, however, provides a very different account. 
Were my movements to be filmed, on several different occasions, each 
episode of picking up and drinking from the cup would be unique in 
some fine detail. My 'responses' may be similar in effect, but they are 
not identical in form. In what sense can they be called the 'same' 
response? 

My goal, each time I reach for the cup, is the same and the achieve-
ment of that goal rests upon the same consequence (i.e. ingestion of 
coffee). However, the means to obtain the goal differ in detail on each 
occasion. The precise position of my body as I begin to reach, the exact 
location of the cup and the trajectory of my hand and arm towards it 
vary each time. My cup-lifting behaviour, unlike that, say, of a two-
year-old child, is usually extremely skilful, so much so that, again unlike 
a two-year-old, I do not need to pay much attention to the act of picking 
it up. Given that each action is unique, it is reasonable to assume that 
I must be exerting some continuous control over my movement. Should 
I, for example, overreach and brush the cup with my sleeve, I am likely 
to switch my attention to take more 'care' over what I am doing. 
Although I do not appear to be attending to what I am doing, when 
things begin to go wrong my swift shift of attention betrays the fact that 
somehow I was monitoring my own activity whilst the main focus of my 
attention lay elsewhere. 

Changing the description of human activity from one couched in terms 
of responses to stimuli to accounts which talk about more-or-less skilled 
actions aimed at goals represents a major shift in theoretical orientation. 
The language of information processing, couched in terms like 'goals', 
'attention' and 'control', invites one to think about behaviour inpurposive 
terms. The 'same' goal may be achieved by different means. So, for 
instance, should my right hand be occupied when I want a drink, I may 
reach with my left, or ask someone to pick up the cup for me, and so on. 
I adapt means to ends in ways that reflect my interpretation of the current 
situation and this demands continuous control, even though I am not 
necessarily aware of being in control all the time. 

Information-processing theory led to the development of concepts 
like 'plans', 'skills' and 'strategies', and to a particular way of thinking 
about 'expertise', a term I will be using a good deal throughout the 
book. I use this word in preference to the term 'skill' for reasons that 
are perhaps best outlined here and now. In everyday talk, the word 
'skill' is usually applied to describe the quality of overt behaviour. We 
talk, for instance, about football skills, skilled back-hands in tennis or 
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skilfully executed cover drives in cricket. However, the use of this term 
in psychology, at least since two influential books by Sir F. Bartlett 
(1932, 1958), also refers to mental activity. Bartlett argued that the 
identification of similarities between skilled physical and mental activi-
ties involves more than metaphor. Both involve common elements to do 
with timing, self-control, error detection and organization. 

I use the term expertise to draw attention to the fact that knowledge 
and action, or concepts and procedures, are two aspects of a single 
process. Comparisons of expert performance with that of a novice, for 
example, reveal differences not only in the speed, smoothness and 
accuracy of their actions but also in the structure of their perception, 
memory and mental operations. Throughout the book, I will be 
exploring the notion that the differences between adults and children, 
in the ability to attend, concentrate, study, reason, talk and solve 
problems, can profitably be viewed as reflections of different levels of 
expertise. Looked at from this perspective, learning how to learn, think 
and communicate are described in terms of the acquisition of various 
kinds of expertise. How this might come about is a major question 
explored in later chapters. 

Throughout the history of psychology and, before it, in philosophy, 
great theories about how the mind develops and works have been 
seemingly 'overturned' only to return as a new generation of intellects 
re-visits old ideas with new perspectives, tools and methods (and, 
typically, with a different vocabulary). This is true of behaviourist 
theory. As we shall see in the chapters that follow, the idea that human 
psychology can and should be understood without reference to minds 
and mental processes is still with us and continues to hold out a 
challenge to those who put cognitive theory at the heart of our thinking 
about human development. 

In this brief opening chapter, I have tried to provide a short and 
selective overview of some of the perspectives and issues that have 
arisen during the past century in the field of child development. I have 
also used my opening pages to introduce most of the main characters 
and themes that pervade the rest of the book, on the assumption that 
even a little background knowledge about where different theorists 
'came from', and some insight into the source of their interest in 
children and education, help one to understand and to evaluate what 
they have to say. In the next chapter, we look in more depth at some of 
the 'images of childhood' implicit in the main theories introduced here 
and begin to explore their educational implications. 
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Images of childhood and their 
reflection in teaching 

In this chapter, I describe, in outline, four \v;iys of thinking about the 
nature of learning and thinking. I try to prcseiu and discuss these 
views in terms ot the way in which they invke us LO think about the 
nature of the intellectual abilities of fi\e- to eleven-year-old children. 
Theories that offer very different accounts of the way in which 
children think and learn also lead to alternative views on what is 
involved in teaching them. So, this chapter also revolves around a 
discussion of what roles the three images of childhood etch out for 
teachers. 

'The chapter is also designed to provide, a guide to the rest of the 
book. Some of the ideas involved are difficult and they are often 
expressed in unfamiliar language. I have tried to keep jargon to a 
minimum. Where I have felt obliged to introduce uncommon terms. 
1 have provided concrete examples and illustrations LO Lry to convey 
their meaning. Ί he main ihemes explored are discussed several rimes 
in later chapters, so it is not necessary LO grasp or to remem ber all tha ι 
is said here. 1 suggest a quick read to obtain a general sense of what 
is to come later in the book, rather than a close study of the contents 
ol this chapter. Details come later. 

Learning and schooling 

About thirty years ago, I read my first book on psychology and 
education. It was Bruner's (1966b) influential Toward a Theory of 
Instruction. One of the observations he made in that book was that 
schools and the social roles they have created (such as 'teacher' and 
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'pupil') are relatively modern inventions. There are non-technological 
cultures in which schools do not exist. Indeed, a number of languages 
have no verb meaning 'to teach' in their vocabulary. The notion that 
children must be taught in order to learn, let alone the expectation that 
they will do so in classrooms, is by no means a universal one. Rather, 
it seems to have been an invention of technological, schooled and 
literate societies. Another of Bruner's arguments is that the widespread 
availability of schooling involves far more than a change in the place 
where (some) learning and development take place. Rather, schools 
engender new and distinct forms of learning and lead to new ways of 
thinking. These contentions will be a major focus of the present book. 
We will be exploring the impact of formal education and, more 
specifically, teaching, on the development of children's powers of 
attention, concentration, memory, thinking, learning and language. I 
hope to show how a consideration of these topics bears directly on a 
range of practical issues having to do with children's adjustment to and, 
for some, problems in school. These concerns, in turn, will lead us to 
discussions about 'readiness' for learning, 'relevance' in the curriculum, 
'discovery' methods in learning and factors that help to shape children's 
capacities for disciplined, self-directed learning and sustained, rational 
thinking. 

Although I do not subscribe to the view that children are, in any 
simple sense, directly taught how to learn and think, I do believe that 
the development of certain ways of reasoning and learning about things 
is a direct product of both spontaneous and contrived social interac-
tions between the developing child and more mature members of his or 
her community. By 'contrived encounters' I mean social interactions 
that come about as a result of explicit educational goals. Many 
interactions in school are, of course, of this nature. However, learning 
is obviously not synonymous with schooling. A great deal of what 
children learn occurs spontaneously outside the school walls as they 
play, observe, ask questions, experiment and make sense of the world 
around them. Similarly, many spontaneous encounters between chil-
dren and their parents, relatives and peers involve an element of 
informal teaching. Suggestions, hints and warnings, conversation, 
practical tasks shared, family reminiscences and the like, all provide 
contexts within which the developing child's learning and understand-
ing are orchestrated and extended through social interaction. Often, as 
we shall see, the formative influences of such interactions on the child's 
mentality are not intentional outcomes of what we seek to communi-
cate to the child. Rather, they are products of implicit features of the 
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social practices within which communication and attempts to teach 
take place. We are usually unaware of such things. They are, so to 
speak, like water to the fish, 'transparent' to the participants. 

The child is not a passive nor always a compliant partner in such 
encounters. I share with Piaget and most contemporary theorists of 
child development the view that children actively 'construct' their 
knowledge of the world. I will discuss and illustrate this proposition in 
some detail. But I will depart from Piagetian theory in a number of 
important directions. I believe that adults, social interaction and 
communication play a far more formative role in the development of 
children's thinking and learning than his theory allows. Although 
Piaget accepts that social experiences and inter-personal behaviour are 
an important part of development, they play a rather limited and 
secondary role in his theory. The child's intercourse with the physical 
world provides the main constraints on and contributions to intelli-
gence. Children construct their own knowledge by acting upon objects 
in space and time. Social interactions (particularly those which take 
place between children themselves) may facilitate the course of devel-
opment by exposing a child to other points of view and to conflicting 
ideas which may encourage him to re-think or review his ideas. 
However, for Piaget, any social facilitation of development only works 
when the child's own understanding, based on his commerce with 
nature, is in an appropriate state of readiness for change. I will be 
arguing that social interaction plays a more important role than this 
view permits. Children's knowledge, I suggest, is often a product of the 
'joint construction' of understanding by the child and more expert 
members of his culture. 

I will also examine alternatives to Piaget's concept of knowledge, of 
what it is the child is learning about. These alternative views, we will 
find, question his account of young school children's ability to learn and 
think. Bruner and the Soviet psychologists, such as Vygotsky and his 
colleague, Luria, place far more emphasis than Piaget does on the role 
played by culture and its systems of symbols (e.g. its languages, sciences, 
books, diagrams, pictures and other artefacts) in forming the child's 
intelligence. Such systems have a dynamic, structuring effect on learn-
ing and development. They are not to be viewed as the mere 'content' 
of thinking but seen as part of its structure and its activity. When the 
child learns a language, for example, he does not simply discover labels 
to describe and remember significant objects or features of his social 
and physical environment but ways of construing and constructing the 
world. When he watches television or examines pictures in books, he 
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is not merely experiencing another way of depicting things but is 
involved in medium-specific activities which, in time, generate mental 
Operations' that become part of the fabric of his intellect. But I move 
on too fast. 

From five to eleven 

Theories of development and the evidence they have generated provide 
the framework for this book. The main subject explored is the study of 
learning and thinking in children aged between five and eleven years. 
It is not an easy topic. What we mean by 'thinking' and what is entailed 
by the term 'learning' are not easily expressed. Indeed, the meaning of 
such terms varies, often radically so, across theories of development. 
Similarly, our everyday usage of such terms also betrays a multitude of 
different attitudes towards, and implicit theories about, what thinking 
and learning involve and how they are fostered or nurtured. I do not 
think it would be useful to try here to outline and discuss definitions of 
thinking, learning and related aspects of our intellect. This, I suggest, 
is best achieved through a detailed consideration of concrete examples 
and illustrations. When we begin to weigh up the various interpreta-
tions offered to explain why, for instance, seven-year-olds are able to 
do many things that five-year-olds cannot do, we will, I hope, see how 
different theories offer us several ways of viewing and thinking about 
our own intelligence and its development. 

Debates about the nature of development are inescapably and 
necessarily bound up with concepts of teaching. A book about the 
development of children's cognitive abilities, their powers of percep-
tion, attention, learning, memory, thinking and language, is also a book 
about teachers and teaching. Some theories afford only a supporting 
role for adults in the drama of development whilst others cast them into 
starring parts. What it means to be a 'teacher' rests, amongst other 
considerations, on how we construe children-as-learners. And how 
should we go about the task of creating the conditions under which 
teachers and learners are enabled to fulfil their roles? Do schools 
provide contexts within which anything approaching 'optimum' con-
ditions for teaching and learning arise? What 'optimum' means de-
pends upon how we choose to view the developmental process. At one 
level, then, it is impossible to divorce the academic study of children's 
thinking and learning from moral, political and economic issues 
concerning the resources we allocate to education and the way in which 
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we train our teachers. Although it is not my intention to bring such 
issues to the forefront of attention, they will, inescapably, lurk in the 
background of many discussions. 

Metaphors of mind: how do we talk about how we 
think? 
When we think about what goes on in our minds and try to describe 
what takes place there, what terms do we use ? How do we try to capture 
and describe the content and structure of thought? Well, we resort to 
metaphor; to phrases like 'in our minds'. If we are asked to describe 
what we are doing as we try to remember something, for instance, we 
often talk about 'searching', as though our memory is a 'place' or a 
'store'. What we are 'looking' for is in a 'location', 'somewhere'. By 
talking about searching our memories, we invite comparisons with the 
processes involved in physical activities like searching a room, looking 
for a mislaid object. As we search our memories, we may know that 
something that we can't yet recall, but that we know we know, is 'at the 
back of our mind' and that we will recognize it when we 'find' it. 
Meanwhile, perhaps, another place or word that we have already 
thought about and rejected keeps coming to the 'forefront' of our 
thinking and, despite all our rejections, will not 'go away'. 

When we talk about our reasoning, we often use expressions like 
'imagining what would happen if...', 'picturing', or, particularly if one 
is a cognitive psychologist, 'making a mental model of. . .'. We may on 
other occasions be aware of a process that resembles 'talking to oneself 
or hearing an imaginary other talking to us. If during the course of our 
imaginings we think about a serious mistake, we might 'cringe' at its 
effect and feel the ghost of whatever feeling it would entail if we 'really 
did' what we 'thought to do'. As we reason, we reach decisions and 
make judgements, deciding, perhaps, that something 'will not 
work','doesn't fit', leads to a 'dead end' or that it takes us a 'step 
forward' and a 'stage further on'. We may chide ourselves for stupidity 
or praise our own ingenuity. If we are lucky, we may decide that we have 
'made a discovery', 'got there', 'thought it out', 'found out' or 'done it'. 
Often, as many innovative thinkers have commented, following the 
feeling that an insight or solution has been 'grasped', 'seen' or 'felt' 
comes another period of often hard and protracted work as one sets out 
to prove or explain or demonstrate the fact that a solution has been 
'worked out'. Reasoning, then, is often described in terms also used to 
talk about physical activity, discussion and inter-personal evaluations. 
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But we are not always 'in control' of our mental activity. When we 
are supposed to be thinking about one thing we may suddenly 'find 
ourselves' considering something else that we should not be thinking 
about and, probably, be unsure or mystified as to why and how we 
found ourselves doing so, or when we 'went off course'. Our concen-
tration may lapse or we might 'lose hold' of what we were supposed to 
be 'working on'. On the other hand, a sudden idea, insight or solution 
may seem to 'come to us' in a 'flash of insight'. 

The metaphors that we employ to talk about, describe and explain 
the invisible, often fleeting, processes that go on as we think are, not 
surprisingly perhaps, derived from the visible, talked-about aspects of 
our directed physical activities and our experiences in the real world. 
But are our descriptions and explanations anything more than meta-
phorical? Are they an adequate starting place for a psychological 
analysis of mind? Are there any fundamental and demonstrable connec-
tions between the spatial, temporal and corporeal aspects of practical 
activities and mental processes that we often describe in similar terms? 
One theory of human development which suggests that there are more 
than metaphorical relationships between the language used to describe 
mental processes and that used to talk about activities in the physical 
world is that of Vygotsky. Although, as we shall see, he did not claim 
that mental activities are direct 'enactments', 'copies' or 'recordings' of 
external activities, he did argue that their nature and their structure are 
derived from them. He explored the theory that activity in what he 
termed the external, social plane is gradually 'internalized' by the child 
as he develops until it forms his intellectual processes. When we speak, 
say, of creating a 'mental model', there is a real sense in which the 
'imaged' actions that we perform and their 'imagined' consequences are 
derived from physical actions that have previously been done to real 
objects and whose consequences have been directly felt or observed. 

Of course, we often make errors and misjudgements in reasoning. 
Our models of the world are never perfect replicas. We may find, when 
we try to 'really' act out what we previously thought of doing, that the 
world resists the enactment of our imagined actions, or that the result 
of our actions surprises us. Thought, thus viewed, is a substitute for 
overt action and permits 'trials' whose 'errors' are only imagined. 
Viewed in evolutionary terms, thought (up to now at least) has proved 
its survival value. Though not immune to error, it has, on balance, 
conferred evolutionary advantage. Thinking before acting must have 
proved sufficiently reliable and valid to enable energy to be saved 
(mental activity consumes less time and food than overt action) and 
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dangers to be avoided. Perhaps, then, the use of words to refer to mental 
actions as though they are related to similar or analogous physical 
actions involves more than metaphor. However, as I have already 
warned and will argue later, establishing the nature of the relations 
between actions and thoughts is no simple matter. 

Thought as internalized action 

Piaget shared with Vygotsky a similar conception of the relations 
between action and thought. He also argued that the foundations of 
mental processes lie in action-in-the-world. His often cited, deceptively 
simple, statement that 'Thought is internalized action' declares his view 
that the analysis of human knowledge and intelligence must begin with 
a consideration of motor activity and practical problem-solving. It also 
alerts us to one of his important educational messages, which is that 
children have to be active and constructive in order to develop their 
understanding of the world. 

Although this book is focused on the development of children aged 
between five and eleven years, I think it is important when trying to 
grasp the significance of Piaget's analysis of the relation between acting 
and thinking to consider, albeit briefly, his observations of infants in the 
first year of their lives. The many examples he gave of babies' activities, 
play, imitation and problem-solving provide a concrete sense of the way 
in which he charted the beginnings of a transition from physical to 
mental activity. 

Initially, the newborn's movements are reflex responses to internal 
and external stimulation. The infant may grasp a finger placed in his 
palm, respond to a light touch on the cheek by 'rooting' around, or blink 
in response to a puff of air. At first babies do not anticipate the impact 
of such stimulations, even when, so to speak, they can 'see them 
coming'. Things just happen to them. With experience, however, the 
infant starts to discover some of the predictable patterns in his experi-
ence. For instance, if a baby notices that a mobile placed over his cot 
moves when he happens to strike the cot side, he may well repeat the 
movement in order to maintain the interesting sight of the mobile in 
motion. At this stage, however, the infant is not aware of the fact that 
it is 'his' hand that has produced the effects on an object (i.e. the mobile). 
Both his actions and their consequences are part of a continuous flow; 
an undifferentiated experience or 'scheme'. However, this soon changes. 
When the infant starts to show evidence that he is intending to produce 
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anticipated end results through his own actions, then true 'practical 
intelligence' has emerged. The infant's activity displays such intelli-
gence when he begins to use different means towards a common goal. 
So, for example, an infant, having failed to reach up and touch the 
mobile, might push his mother's hand towards it, which is most likely 
to happen if both the mobile and her hand are in view at the same time. 
It is when the infant exhibits a sequence of different actions to achieve 
the same purpose that Piaget endows him with the beginnings of a 
practical intelligence. This intelligence takes the form of anticipating or 
desiring a state of affairs, being able to hold or represent what is sought 
'in mind' and trying out various actions that, in the past have accom-
plished desired ends. Eventually, the child will come to 'reject' certain 
actions on the basis of mental activity alone as he imagines their 
consequences and mentally evaluates their desirability without actually 
performing them. Thus, interiorized or internalized mental actions start 
to substitute for (represent) physical actions; action is being internal-
ized to form thought. 

Several other theories of learning also offer explanations for such 
phenomena, and some of these (explicitly) proceed without making any 
reference to 'minds', infantile or otherwise. What is distinctive and 
original about Piaget's analysis is the fact that such 'elementary' 
learning is only one aspect of a much more elaborate theory of 
development. Sensory-motor schemes, the learned co-ordinations be-
tween actions and their sensory consequences, provide the bedrock of 
all knowledge, but the biology of human beings dictates that such 
sensory-motor learning is structured in the infant to form not only 
'internalized actions' but, ultimately, mental operations. 

I do not intend to go into detail here about Piaget's account of the 
operations of mind since this is best achieved after we have looked at 
some of the other observations that he used to illustrate the nature of 
children's thinking. These, I hope, will help to make his ideas more 
graspable. However, I do need to say a little about the distinction 
between mental actions and mental operations, both to explore Piaget's 
hypothesis that thought is internalized action and to help to show how 
his theory leads to a very different view of intellectual development 
from those provided by theories of learning that predated his. 

Some actions in the world have rather special properties in that, for 
instance, their effects can be reversed (and observed). Imagine a child 
playing with a set of bricks. He has five of them, say. Each time he moves 
one, he changes the configuration and, hence, the appearance of the set 
of blocks. He may pile them so that they get higher. He may then take 
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the pile down and lay the bricks side by side so that they cover a larger 
surface area. Each of these actions leads to a perceptible change. To an 
adult eye, of course, whilst the appearance of the set of blocks changes, 
their number remains invariant. The adult appreciates the fact that any 
action can be 'reversed' to recreate an earlier configuration, for 
instance. Configurations are interchangeable and appearances are 
ephemeral but number is an invariant property of the set of blocks. 
Only if blocks are added or taken away, we realize, is their number 
changed. As we shall see in chapters 3 and 8, Piaget argues that young 
children (aged below seven years or so) do not appreciate the fact that 
actions which change the appearance of things do not also affect their 
number, because they can't grasp the concept of invariance itself. 
Recognizing the fact that certain actions are also operations which form 
logical groups and can be reversed or which may be 'offset' by other 
actions is a prerequisite for the ability to understand invariant proper-
ties like number. Whilst such mental operations are 'abstracted' from 
physical and mental actions, they have a special status. Although they 
are derived from practical experience, they are not a direct product of 
'learning' (or teaching) in any simple sense. One may observe an action 
but not an operation. Operations are 'mental constructions' which the 
child creates to make sense of his or her experience of the world. The 
transition in human development from an intelligence restricted to a 
capacity to perform single mental actions to one structured as systems 
of mental operations marks an intellectual revolution that occurs at 
about seven years of age (although Piaget himself was not over-
concerned with 'dating' his stages). How and why the development of 
operations takes place is considered in chapter 3. 

Piaget's analysis of the stages of human intellectual development 
emerged from a more over-arching endeavour, which was to under-
stand the nature, structure and evolution of knowledge. Piaget was a 
'genetic epistemologist', one who studies the origins and evolution of 
knowledge. He based his analysis of knowledge and his observations 
and interpretations of children's knowing and understanding on a 
theoretical framework derived from logic and mathematics (hence, he 
employed a 'logical-mathematical' approach). This framework led him 
to analyse and interpret children's development in terms of systems of 
logical operations that are taken to be the basis for rational understand-
ing of the physical world and of mathematical systems for representing 
reality. Although it makes life difficult, we have to bear Piaget's main 
quest and his theoretical approach in mind. It is not possible to separate 
either an evaluation of his theory of development or its educational 
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implications from a consideration of the value of using logic as a 
framework for thinking about thinking and learning. One consequence 
of Piaget's theory is the prediction that logical reasoning, described in 
terms of operations of mind, represents the culmination of intellectual 
development. As we shall see, the implication that mature thinking is 
adequately or even properly described in terms of logic has aroused a 
great deal of debate. If we decide that Piaget's view of logic does not 
offer an appropriate description of mature thinking, then we must 
question his interpretations of young children's abilities and, with 
them, the educational implications of his theory. Such questions are 
part of the agenda for this book. 

Piaget's approach to language and cognition 

Perception and thought 
If Piaget places action at the foundation of thought, where do percep-
tual 'images' and verbal thinking come on the scene ? Although there has 
been and continues to be much debate about the role of 'imagery' in 
thinking, many people report that they 'use' images when they think in 
order to represent or 'picture' a situation, object or event. How does 
Piaget's theory tackle the notion of mental images and what implica-
tions does his view have for teaching and learning? 

Part of the answer is that Piaget 'relegates' perception to action. For 
instance, when the infant sees an object, what he perceives, recognizes 
and knows about it depends upon his past actions. An object is, so to 
speak, defined by the past actions that have been done to it. The 
'sensory' aspects of experiences, such as what an object looked, 
smelled, felt, tasted and sounded like, are consequences of what was 
done to that object. Thus, the sensory aspects of experience are 
'classified' in terms of actions. Some objects can be sucked and others 
cannot. Some can be grasped and picked up whilst others resist such 
actions. Some materials can be stretched, others are not so malleable, 
and so on. A child's intuitive knowledge of the world is based on the 
actions that he performs on it, and an object is 'known' in terms of the 
repertoire of actions to which it can and cannot be 'assimilated'. This 
is one sense in which (past) actions dictate how children perceive the 
world. 

Perception, for Piaget, also involves activity. One example of such 
activity is the movement of the eyes as a situation is inspected and 
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observed. What we see is determined, in part, by where we look. What 
we remember is largely dictated by what we attend to. As we shall see 
in chapter 4, Piaget argues that a child's ability to control where and 
how he looks at things is itself determined by his stage of development. 
Pre-operational children, he argues (those who have yet to develop 
mental operations), cannot inspect situations logically. Thus, what they 
perceive is more unreliable and idiosyncratic than what is perceived by 
an 'operational' thinker, whose inspection of the world is guided by a 
logical understanding of it. The educational implications of this view of 
perception, as a process under the control of action and, eventually, 
mental operations, are profound and far-reaching. If Piaget's theory is 
sound, then it follows that young children are logically incapable of 
seeing the world as adults do. Any attempt to 'teach' them by demon-
strating how things work is bound to fail if children do not possess the 
necessary mental operations to make sense, in logical terms, of what 
they are shown. 

Language and thought 
Piagetian views on the role of language in thinking are similar to those 
on visual perception. Language, for Piaget, is a system of symbols for 
representing the world, as distinct from actions and operations which 
form the processes of reasoning. So, for example, if we had asked the 
five-year-old child playing with the blocks 'How many?' he had, he 
would not have understood what we asked (at least, in our terms) 
because he lacks the operations that endow questions like 'How many?' 
with logical meaning. Suppose we told him that he had five blocks, 
taught him how to count them and managed to obtain from him the 
answer 'five' when we asked him how many blocks he had. Does the 
child understand what we said and did? Not according to Piaget - at 
least, not in the sense that the child shares our understanding of things. 
It is not the case that he now understands and has been 'taught' the 
concept of number. What the child has learned is simply a procedure 
(making certain sounds) in response to a question ('How many?'). He 
has not developed a conceptual understanding of number. Such an 
understanding demands that the child comes to the realization that 
many actions which change appearances have no effect on the abstract, 
invariant property that we call number. He will not understand such 
abstract concepts until he has reached operational thinking. 

Thus, Piaget's theoretical arguments about the nature of thinking 
and of the relationships between what is seen, heard and understood 



26 Images of childhood 

have direct implications for teaching and its effectiveness (or lack of it). 
Attempts to question, show or explain things to children before they are 
mentally 'ready' cannot foster development, though the child may learn 
some 'empty' procedures. Indeed, premature teaching and questioning 
may demoralize or frustrate a child who can't begin to understand what 
he is being 'taught'. 

A teacher can provide appropriate materials and contexts for devel-
opment, and organize time and space so that children are free to act 
upon the world with objects and tasks that serve to foster the emergence 
of operations and an understanding of invariance. But the basis for such 
an understanding is constructed by the child through his own, self-
selected problem-solving; not through any direct efforts of his teachers. 

Vygotsky: instruction and intelligence 

Children who are unable to perform tasks, solve problems, memorize 
things or recall experiences when they are left to their own devices often 
succeed when they are helped by an adult. Piaget, as we have just seen, 
takes a somewhat negative view of such apparent successes, claiming that 
they involve the teaching and learning of procedures and not the 
development of understanding. He views 'genuine' intellectual compe-
tence as a manifestation of a child's largely unassisted activities. Vygotsky, 
on the other hand, argues that the capacity to learn through instruction 
is itself a fundamental feature of human intelligence. When adults help 
children to accomplish things that they are unable to achieve alone, they 
are fostering the development of knowledge and ability. Without a 
natural ability for teaching, as well as learning, human cultures would 
never have developed since they can only be perpetuated if the immature 
learn and the mature teach (though not in the narrow sense of these 
terms, of course). From this perspective, which places instruction at the 
heart of development, a child's potential for learning is revealed and 
indeed is often realized in interactions with more knowledgeable others. 

One of Vygotsky's main contributions to educational theory is a 
concept termed the 'zone of proximal development'. This he used to 
refer to the 'gap' that exists for an individual (child or adult) between 
what he is able to do alone and what he can achieve with help from one 
more knowledgeable or skilled than himself. This concept leads to a 
very different view of 'readiness' for learning from that offered by 
Piagetian theory. Readiness, in Vygotskian terms, involves not only the 
state of the child's existing knowledge but also his capacity to learn with 



Images of childhood 27 

help. Two children at nominally the 'same' level of (unassisted) 
performance in a given task or discipline may differ in how much they 
are able to learn given similar amounts of instruction. A child's current 
level of performance must be distinguished from his aptitude to learn 
with further instruction. Some children have larger zones of proximal 
development than others, even when their existing levels of perform-
ance are similar. Such children are able to learn more from instruction 
(though not necessarily in every domain of learning). Vygotsky's 
theory, then, offers a way of conceptualizing individual differences in 
'educability' where Piaget's theory has little or nothing to say about the 
issue. Note, however, that this is not intended as a criticism of Piaget's 
theory. Piaget never set out to explore individual differences in rates of 
development so it is hardly surprising that he said little about the issue. 
Perhaps this explains why he wrote little about the educational impli-
cations of his theory, and even then apparently with some reluctance 
and late in life (Elkind, 1974). In chapter 4, we will see how Vygotsky's 
concept of differing zones of proximal development has led to impor-
tant new techniques for diagnosing children's learning needs and for 
tailoring instructional methods to meet these. 

For Vygotsky, then, co-operatively achieved success lies at the 
foundations of learning and development. Instruction - both formal 
and informal, in many social contexts, performed by more knowledge-
able peers or siblings, parents, grandparents, friends, acquaintances 
and teachers - is the main vehicle for the cultural transmission of 
knowledge. Knowledge is embodied in the actions, work, play, technol-
ogy, literature, art and talk of members of a society. Only through 
interaction with the living representatives of culture, what Bruner terms 
the 'vicars of culture', can a child come to acquire, embody and further 
develop that knowledge. Children's development thus reflects their 
cultural experiences and their opportunities for access to the more 
mature who already practise specific areas of knowledge. 

In order to provide a flavour of Vygotsky's analysis of development 
and a sense of how it resembles Piaget's theory in some respects but 
differs from it in others, let me compare and contrast their views on the 
relation between language and thought. 

Piaget and Vygotsky on talking and thinking 

The most widely reported difference of opinion between Vygotsky and 
Piaget, about which they argued in print, concerns the nature of 
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language and its effect on intellectual development. Piaget, as we have 
seen, argues that language exerts no formative effects on the structure 
of thinking. It is a 'medium', a method of representation, within which 
thought takes place. Mental actions and operations, the processes of 
thought, are derived from action, not talk. 

Piaget's position is more subtle than this statement suggests, how-
ever. Although language does not create the structure of thinking, it 
does facilitate its emergence. He suggests, for example, that it is through 
talking to others, particularly other children, that the child's thinking 
becomes socialized. What another child says about some event or 
happening may provoke thought, discussion or argument. It may lead 
both children to re-view and re-think their points of view. But it is the 
structure of the child's intelligence, based on activity, that determines 
when such collaborative exchanges come about. When Piaget analysed 
conversations between young children, for example, he found no 
evidence that they were able to discuss things rationally. Piaget writes, 
'if, before the age of 7 or 8, children have no conversation bearing upon 
logical or causal relations, the reason is that at that age they hardly 
understand one another when they approach these questions' (Piaget, 
1967). 

What can be talked about is determined by children's stages of 
development. The pre-school child's thinking (and talk) is largely 
'egocentric', reflecting the child's own thinking, activity and point of 
view. At this stage, the child may respond to what another person says, 
but he cannot stand in their shoes nor understand what they are saying 
from their perspective. Piaget writes, 'Clearly . . . one must start from 
the child's activity in order to understand his thought; and his activity 
is unquestionably egocentric and egotistic. The social instinct in well-
defined form develops late. The first critical period in this respect occurs 
towards the age of 7 or 8.' 

One line of evidence that Piaget used to illustrate his views on 
language arose from observations of pre-school children at play. 
Although children talk as they play together, they do not, according to 
Piaget, really converse. The pre-operational child cannot think about 
what the world is like from another person's viewpoint. To do this, he 
must be capable of ignoring his own physical and mental position and 
be able to 'construct' situations as they appear from other perspectives. 
For various reasons discussed later, children can only perform such 
constructions when they have developed mental operations. Before this 
stage is reached, they assimilate what is said by another person, adult 
or child, to their own point of view, often 'distorting' the meaning of 
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much that is said to them. The impact of language on the child, then, 
is limited to what he can assimilate, and this is determined by the 
structure of the child's thinking. True 'reciprocity' and attempts at 
mutual understanding only emerge with the development of concrete 
operations, at around age seven. This is why young children playing and 
talking in each other's company are usually involved in 'collective 
monologues' rather than true dialogue. 

Vygotsky's theory shares a number of similarities with Piaget's but 
differs radically in its treatment of language and its influence on 
thinking. He agreed with Piaget's view that children do not think like 
adults and applauded the fact that, unlike most child psychologists 
before him, Piaget did not simply set out to discover what children 
could not do in comparison with adults, but sought to find out what 
they could do and what they actually did. However, childhood speech, 
in Vygotsky's view, is not a personal, egocentric affair but the reverse: 
it is social and communicative in both origin and intent. Vygotsky also 
observed what Piaget termed 'collective monologues' by young children 
but he gave them a different interpretation. For Vygotsky, they repre-
sent an important stage of transition between two quite different 
functions of language. In the beginning, speech serves a regulative, 
communicative function. Later, it also serves other functions and 
transforms the way in which children learn, think and understand. It 
becomes an instrument or tool of thought, not only providing a 'code' 
or system for representing the world but also the means by which self-
regulation comes about. The initial motivation for gesture and speech 
is to control the world through the agency of other people. The infant 
is weak and cannot sustain himself. Consequently, many of the things 
he wants or needs have to be met with the help of others. Gestures and 
speech serve this role, giving the infant a way of influencing the course 
of his immediate future which he could not achieve otherwise. Speech, 
like any system of movement, is a physical activity, a way of controlling 
one's own body in order to achieve goals and avoid discomfort. The 
overt activity of speaking provides the basis for 'inner speech', that 
rather mysterious covert activity that often forms the process of 
thinking. For Vygotsky, then, not only do physical actions that serve to 
manipulate and organize the world get internalized to become (non-
verbal) thinking: the physical activity of speaking, which serves to 
regulate the actions of others, also becomes internalized to create verbal 
thinking. All forms of thought, then, are activities. 

The 'monologues' produced by pre-school children, such as those 
observed by Piaget, lie midway between the social and intellectual 
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functions of speech. For Vygotsky, the child who is talking to himself 
is regulating and planning his own activities in ways that foreshadow 
verbal thinking. As the child discovers how to control the actions of 
others through speech, his developing knowledge of language 'acts 
back' on him in that others can also regulate his actions through speech. 
As he discovers how to gain people's attention by speaking and learns 
how to direct their attention to features of the shared physical world -
to solicit specific actions and services, inhibit, refuse and so forth - he 
becomes subject to the same regulative forces through the speech of 
others. They can begin to control and direct his attention, solicit his 
services and inhibit his activities. Alongside 'other-control' by verbal 
means comes verbal 'self-control-by-others'. 

As such developments are taking place on the linguistic front, the 
child is also developing his non-verbal knowledge of the world through 
his own activities. In relation to this aspect of early development, the 
Soviet emphasis on activity is similar to Piaget's concept of sensory-
motor development. At around three years of age, a merging and 
integration of the two streams of development, non-verbal and verbal, 
begins. The pre-school child's verbal commentaries on his own activi-
ties are evidence of the emergence of linguistic control over his own non-
verbal activities. In 'talking to himself the child is playing two roles: the 
regulated and the regulator. In the past, other people played one of these 
roles. Sometimes the child regulated their actions; at other times they 
regulated his. The pre-school child is beginning to play both parts 
before 'internalizing' the process to become a verbal thinker. 

Children's monologues, for Piaget, reflect the egocentric nature of 
their thinking. When, at around age seven or eight, genuine discourse 
is made possible by the development of logical operations, language 
starts to become rational and social (though egocentric thinking does 
not disappear entirely). Egocentric speech disappears from the scene 
because the child is now aware of the need to make what he says 
accessible to his listener and has the intellectual competence to start to 
learn how to make himself intelligible. 

Vygotsky argues, however, that egocentric speech serves an intellec-
tual purpose for children and does not 'disappear' at age seven but is 
internalized to form 'inner speech' and verbal thinking. When Vygotsky 
and his colleagues observed pre-school children, they also found 
evidence of egocentric speech, but noted that this was most likely to 
occur when some frustration or difficulty arose. For example, when a 
child discovered that he did not have a blue pencil to colour a drawing 
he said 'Where's the pencil? I need a blue pencil. Never mind, I'll draw 
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with the red one and wet it with water; it will become dark and look 
blue' (Vygotsky, 1962, p. 17). So, egocentric speech often serves a 
planning and self-regulating function and is stimulated by problems 
and frustrations. 

In this way, speech comes to form what Vygotsky referred to as the 
higher mental processes. These include the ability to plan, evaluate, 
memorize and reason. Note that these processes are culturally formed 
in social interaction. Looked at in this way, language does not simply 
reflect or represent concepts already formed on a non-verbal level. 
Rather, it structures and directs the processes of thinking and concept 
formation themselves. Where Piaget views young children's play and 
talk as a manifestation of a natural desire to manipulate and assimilate 
the physical world, laying down the sensory-motor and intuitive 
foundations for mathematical and logical operations, Vygotsky sees it 
as a product of social experience and evidence for the emergence of 
intellectual self-control. 

Processing information: on becoming an expert 

One of the influences that helped to shape the development of Piaget's 
theory was a discipline called 'cybernetics'. This arose in the 1940s, 
fathered by a mathematician, Norbert Wiener, and a physician, Arturo 
Rosenbluth. It is defined, in modern terms, as 'the science of effective 
organization' (Beer, 1977). The initial aim of cyberneticians (the term 
is derived from the Greek word for 'steersman') was to identify the 
fundamental and universal principles governing the development and 
functioning of all complex systems, be they organic, physical or 
mechanical. Are there universal laws which govern how such systems 
must be organized and structured in order to work effectively in any 
environment? 

The concepts of information and information control are employed 
by cyberneticians to analyse the workings of natural systems such as the 
human brain, and to design efficient and workable manufactured 
systems such as computers, large industrial organizations and so on. 
How should information be distributed, processed and controlled in 
order for such systems to work? In company with another set of 
concepts, derived initially from electronic engineering and called infor-
mation theory, the ideas and terminology of cybernetics have been 
absorbed into psychology to provide a theoretical language for the 
study and analysis of human intelligence. 
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Piaget's interest in cybernetics stemmed from his desire to create a 
field of study, genetic epistemology, that would cross the traditional 
boundaries separating several disciplines (biology, psychology, phi-
losophy, the natural sciences, mathematics and logic). Like the 
cyberneticians, he wanted to discover general principles of organiza-
tion that applied to all living systems and which would establish 
theoretical connections between biology and knowledge: how has the 
evolution and structure of biological systems led to the emergence of 
rational intelligence? The study of 'self-organizing systems' that de-
velop towards stable and efficient functioning, governed by universal 
principles of structure and function, was of central relevance to his 
endeavour, so it is no surprise that he should have been attracted to the 
ideas of cybernetics. 

Other psychologists also adopted the concepts and the language of 
cybernetics and information theory. Although, as we shall see, they put 
them to uses that are different from Piaget's, their main motivation was 
also to explore the nature of human cognition viewed as a system 
organized to process information in order to adapt, learn and under-
stand. 

In engineering, information theory has been used to study, design and 
evaluate ways of transmitting information between two points without 
distortion, loss or degradation. No information-processing system, be 
it telephone, radio, television or whatever, is perfect. Information may 
be lost during the encoding phase (consider, for example, how a voice 
over a telephone compares with the 'real thing'), or it may 'leak' or be 
distorted by noise (like the 'crackle' on a telephone line). The role of the 
information theorist is to provide the means to measure and improve 
the performance of systems that transmit, process and store informa-
tion and the engineer's task is to design and make systems that minimize 
distortion, loss and noise and which work fast. 

The term 'information' used in this sense has a more precise, technical 
meaning than that implied by its use in everyday talk. Imagine, for 
instance, that I have drawn a single card from a normal deck of playing 
cards. I ask you to discover what card I am holding. You ask if it is a 
red card. I inform you that it is not. You have been given an item of 
information that rules out one-half of the set that the card was drawn 
from. More formally, I have given you one 'bit' of information (short 
for 'binary digit'). You next ask if the card is a club. I say that it is not. 
You can now rule out from the set of candidates for the card I am 
holding a further 50 per cent of the possibilities (i.e. you now know it 
must be one of the thirteen spades). I have now given you two bits of 
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information overall. In short, any item of information that reduces 
uncertainty about an event by a half conveys one bit of information. Of 
course, when an electronics engineer calculates the amount of informa-
tion being conveyed in a complex system, the maths become somewhat 
difficult! 

What has all this got to do with the psychology of learning and 
thinking? Well, do we discover anything by thinking about human 
beings as 'information processors'? Is it useful, for example, to look at 
human speech as a system for transmitting information? Can the 
workings of the brain be analysed usefully as an information processing 
device like a computer? Do children become better at 'processing 
information' as they develop? Can learning usefully be viewed as 
information processing, memory as information storage and knowl-
edge as information structures? 

These are, in fact, controversial questions in psychology and I will not 
attempt to answer them in detail here. I list them to provide some sense 
of how and why information processing theory has been embraced by 
many psychologists. An important paper, written by George Miller in 
1956, paved the way for many insights into the nature of human 
intelligence based on the image of 'man the information processor'. Let 
me say a little about the background to and content of this paper before 
discussing what it might have to tell us about the nature of learning and 
thinking. 

If adults are asked to remember random strings of digits (i.e. to 
transmit information about them from one moment in time to another) 
they usually manage to handle sets of six or seven items without making 
many errors. Increase the number of digits and they begin to make 
mistakes (they lose information and introduce 'noise'). Imagine tasting 
two drinks which vary in saltiness. You are presented with each in turn 
and asked to describe them to someone or, perhaps, to press one of two 
keys to signal which you have just sampled. Adults find this task easy. 
Increase the number of drinks to three (high, middle and low in 
saltiness). Then move on to four, five, six, seven, and so on. Here too, 
we find that adults can usually 'transmit information' without error in 
situations where they are exposed to six or seven different degrees of 
saltiness, but once the set exceeds seven then errors, information loss 
and noise creep in. Miller, who drew attention to these and many 
similar phenomena, suggested that whatever the nature of the stimuli 
used in such situations (they may be sounds, tastes, degrees of bright-
ness, colour saturation and so on), provided that they are 'random' and 
that the sequences used have no meaning (e.g. tones that do not form 
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a recognized tune), we find that mature people can 'transmit', without 
loss or distortion, information about sets of stimuli that number 
somewhere between five and nine. The title of his paper was 'The 
magical number seven, plus or minus two'. 

"Why is this interesting? Well, described in the language of informa-
tion theory, it demonstrates that adults have a limited and relatively 
fixed channel capacity. We are only able to transmit information, 
without loss or distortion, about a specific number of (unstructured) 
items. It follows that if people are put into unfamiliar situations and 
expected to take note of and react to (i.e. to process) more than a 
relatively small number of elements, they will be overwhelmed by 
information and uncertainty ('What do I attend to next?','What should 
I do about it?'). They will make mistakes. In such situations, training 
and/or experience will be needed before anything approaching error-
free performance can be achieved. 

The analysis becomes more interesting when we consider the answers 
to two questions. The first asks if children have the same channel 
capacity and information-processing limits as adults. The second 
concerns the nature of expertise. What happens with training or 
experience that enables people to overcome their information-process-
ing limitations? Why is it, for example, that a concert pianist may be 
able to sight-read a piece of music that involves, say, sequences of eight-
note chords in a novel combination? The pianist is transmitting far 
more information than subjects in the experiments just outlined, but 
how? How is practice and experience translated into expert perform-
ance? What is being learned and how is it remembered? 

First consider the question about children. If three-year-olds are 
asked to remember strings of digits, they begin to falter when the set 
exceeds three items. By five, children can handle about five items. By age 
eight or so, mature levels of performance are reached. There is debate 
about exactly what happens during development to explain this phe-
nomenon, and I will discuss both the arguments and their educational 
implications in chapter 3 when I explore the view that children have to 
learn how to memorize such things. For the moment, the important 
point is that children have a smaller 'channel capacity' than adults do. 
Consequently, in unfamiliar, uncertain situations, they are less able 
than the mature person is to attend to, memorize and respond to events. 
Perhaps we should explore the view that five-year-olds (but not seven-
year-olds) fail to solve many problems because they lack the informa-
tion-processing capacities needed to do such tasks. This I also do in 
chapter 3. 
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In thinking about the nature of expertise and how it is learned or 
acquired, consider an example. We find a chess Grand Master willing 
to take part in an experiment. We show him or her a chess board on 
which pieces are arranged in a 'state of play'. We show them the board 
for a few moments and then ask them to turn away and then to recall 
the positions of the pieces they were shown. They are likely to perform 
this feat without error even when the board has on it most or all of the 
pieces. Ask a novice at chess to do the same task and he or she is unlikely 
to remember more than a handful of pieces (De Groot, 1965). Does the 
chess Grand Master have a phenomenal memory? Is this why he or she 
was able to achieve Grand Mastership? No: outside their area of special 
expertise, the Grand Master suffers from the same information-process-
ing limitations as the rest of us. Their feats of perception and memory 
are specific to chess boards and pieces. 

More detailed studies of how they manage this feat illustrate the 
important and far-reaching connections between what may appear to 
be 'fixed' or 'natural' capacities - like the ability to see and memorize 
- and 'higher mental processes'- such as learning and thinking. What 
the expert, but not the novice, 'sees' when he or she inspects the chess 
board are configurations of pieces, or in Miller's term, 'chunks'. These 
configurations, in turn, represent familiar, recurrent patterns that occur 
as an outcome of particular strategies of play, or some pattern that 
shows an 'interesting' departure from such prototypical configura-
tions. Experiments designed to analyse the way in which experts 
perceive the structure of chess games (Chase and Simon, 1973) show 
that they have memorized a huge repertoire of such configurations. In 
other words, the chess Grand Master can recognize a very large number 
of different patterns that are typical or interpretable states of play. 
Whereas the novice 'perceives' isolated pieces which, perhaps, he or she 
can barely recognize or identify, the Master recognizes individual pieces 
as parts of larger configurations. Put in information-processing terms, 
the expert and novice share the same channel capacity, but the six or 
seven chunks that the expert encodes are meaningful configurations, 
not isolated chess pieces. Through playing chess, and the observation 
of others at play, the expert has not only discovered clever strategies and 
good tactics of play but also developed an organized memory which 
enables them to assimilate much more of what they see than the novice. 
This also means that they are better able to plan and think ahead 
because their representation or model of the chess board is robust, 
accurate and enduring. So they are also able to think more clearly and 
in greater depth. 
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The differences exposed in such studies between experts and novices 
are found in many other contexts. Indeed, there is a fair case to be made 
for the assertion that they are typical of differences found between 
experts and novices in any field. The expert reader, for example, 
perceives and processes larger units of text than the beginning reader. 
An adult can look at an array of objects and 'subitize' them - perceive 
them in groups of a certain size (e.g. as sets of three) - whilst a young 
child cannot. Thus, the speed with which we are able to 'encode' what 
we see, the organization of what we see and the amount of information 
that we can memorize are related to and symptomatic of the structure 
of our knowledge. 

Children are novices at life in general and find many of the tasks and 
demands they face in school novel and full of uncertainty. They are 
more limited than adults in how much they can attend to and memorize 
in unfamiliar situations. Perhaps, then, it should not be surprising to 
find differences between the mature and immature in the ability to 
profit by a specific experience or to solve an unfamiliar problem. It may 
be that what is at stake in such situations is not young children's 
inability to perform logical operations but their general lack of exper-
tise which leads them to perceive situations in different ways from the 
adult. 

An informal, but telling, finding that emerged from studies of chess 
players was their inability to identify, describe or articulate how they 
were 'seeing' chess boards. Surely, much of our expertise is like this. 
Our knowledge is 'tacit', locked into the way we act and perform and 
not easily articulated or described to others. Experts may find the 
problems of the novice puzzling or even infuriating if they do not 
recognize that novices do not perceive situations in the same way as they 
themselves do. It should come as no surprise, for example, to find that 
even when the expert points out things to be attended to, the novice may 
not be able to 'take in' what they are shown because they lack the 
prerequisite knowledge which would enable them to perceive and 
memorize configurations. If so, it is also not surprising that the expert's 
ability to act and think is surer, smoother and more accurate than that 
of the novice. 

Viewing children as limited information processors who have yet to 
learn or acquire expertise offers a third image of the child as learner and 
thinker. This makes no recourse to 'large-scale' concepts like logical 
operations, but suggests that knowing how and what we are about is 
far more domain- or task-specific. Children's ability in one area, be it 
chess, arithmetic, reading or whatever, may not reflect their abilities in 
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others if their expertise in different subjects and activities varies. This 
view makes no use of concepts of stages of development: however, it 
does agree with Piaget's view that perception, memory, knowledge and 
understanding are all deeply related and change with learning and 
development. 

Piaget, Vygotsky and Bruner: a brief comparison and 
summary 

Before moving on to the next chapter, I will summarize some of the 
main ideas we have just considered. Rather than simply repeat myself, 
I will try to re-examine these ideas whilst exploring a little more of the 
biography of the three main characters I have introduced. 

I have outlined three main perspectives on the development of 
learning and thinking. These will be explored in more detail in the 
following pages. One view, which stems from Piaget's theory, holds 
that all children pass through a series of stages before they construct the 
ability to perceive, reason and understand in mature, rational terms. In 
this view, teaching, whether through demonstration, explanation or 
asking questions, can only influence the course of intellectual develop-
ment if the child is able to assimilate what is said and done. Assimila-
tion, in turn, is constrained by the child's stage of development. This 
leads to a specific concept of learning 'readiness' and, as we shall see, 
holds out many implications for the design of curricula and the timing 
of formal instruction. 

A second perspective, introduced by Vygotsky, shares some impor-
tant areas of agreement with Piagetian theory, particularly an emphasis 
on activity as the basis for learning and for the development of thinking. 
However, it involves different assumptions about the relationship 
between talking and thinking. It entails a far greater emphasis on the 
role of communication, social interaction and instruction in determin-
ing the path of development. Vygotsky died in his late thirties in 1934. 
His death came after ten years of illness from tuberculosis. In that ten-
year period, Vygotsky wrote about a hundred books and papers, many 
of which have only recently been published and translated into English. 
Many psychologists, including some of his own former students and 
colleagues, recognize that much of what he wrote was speculative and, 
in places, self-contradicting. Unlike Piaget, who worked on into his 
eighties and lived to see a dramatic expansion in the field of develop-
mental psychology, Vygotsky did not have access to what has become 
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a vast literature on child development. Consequently, whilst many of 
the ideas we will explore later in this book are consistent with his 
general position and were sometimes stimulated directly by it, we are 
left to guess at what Vygotsky himself might have had to say about 
them. 

Bruner, influenced as I have already said by Vygotsky, was construct-
ing the foundations of his theory of instruction in the 1960s when the 
assimilation of information theory into psychology was under way. 
Unlike both Vygotsky and Piaget, Bruner came to the study of child 
development after extensive research into adult thinking and problem-
solving. Although sharing with Vygotsky a stress on the importance of 
culture and cultural history in the formation of mind, his background 
provided him with a more detailed sense of the processes involved in 
mature, socialized cognition. His theory, unlike either Piaget's or 
Vygotsky's, is grounded in the language of information theory. For 
instance, he entitled one of his early papers 'Going beyond the informa-
tion given' (Bruner, 1957). In this, he explored the nature of creative 
thinking and originality in terms of our ability not only to acquire 
information but also to 'go beyond' it by inventing codes and rules. 
Learning involves the search for pattern, regularity and predictability. 
Instruction serves to assist children in the formation and discovery of 
such patterns and rules. We return to a fuller discussion of these ideas 
in chapter 8. 

Like Vygotsky, Bruner was convinced that social experience plays a 
major part in mental development, though his theory of the way in 
which social experience is involved in development differs from 
Vygotsky's account in a number of ways (not least by being informed 
by research findings that Vygotsky did not live to study). For example, 
throughout his writings on human development, Bruner laid consider-
able stress on the importance of acknowledging not only the role of 
culture and social interaction but also the influences of biology and 
evolution. He often drew parallels between the abilities of humans and 
other species when he theorized about the formation of mind: Ί take it 
as a working premise that growth cannot be understood without 
reference to human culture and primate evolution' (1968, p. 2). 
Vygotsky also acknowledged the importance of biological study in the 
creation of psychological theory. He distinguished between what he 
called the 'natural line' and the 'cultural line' in development. But he did 
not live to provide a synthesis of the two streams of growth. Indeed, 
unlike Bruner, he largely 'ignored' the natural, biological line in his 
desire to establish the importance of historical, social and cultural 
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influences on human development (Wertsch, 1985, p. 8). You will find 
that discussions of the interplay between biology and social experience 
pervade this book. As we shall see, the last decade has seen a dramatic 
upsurge of interest in, and knowledge about, the innate capacities of the 
human infant and this has led to far more emphasis on the role of 
biological influences on human growth and development in recent 
theorizing about how children think and learn. 

Looked at in one way, Bruner's theory stands between those of Piaget 
and Vygotsky. Like Piaget, Bruner emphasized the importance of 
biological and evolutionary constraints on human intelligence. At the 
same time, and more in sympathy with Vygotsky, he laid stress on the 
way in which culture forms and transforms the child's development, 
and he gave a more central role than Piaget did to social interaction, 
language and instruction in the formation of mind. Bruner employed 
the language of information processing in formulating his ideas and, in 
so doing, offered us an opportunity to integrate the findings from work 
on adult cognition with those arising from the study of children. All too 
often, cognitive psychologists who study adult intelligence ignore the 
process of development and education. They often leave one with the 
impression that mental activity springs, fully formed, out of a develop-
mental vacuum. Bruner, however, sought to ground his account of the 
'processes of mind' in a theory of culture and growth, often drawing 
and building upon insights delivered by both Piaget and Vygotsky. 

Piaget's theory, with its emphasis on the active, constructive nature 
of human development, is often referred to as a 'constructivist' ap-
proach. Whilst Bruner also accepted the image of children as active 
architects of their own understanding he, in company with Vygotsky, 
stressed the role of social interaction and cultural practices in shaping 
the course of human development. Their approach is often referred to 
as 'social constructivism'. As we shall see in the next chapter, both of 
these theoretical perspectives have been extended and modified over the 
past decade. They have also come under critical scrutiny from those 
who hold that nature and biology play a far more crucial role in shaping 
human destiny than either of these approaches allow. 



2 
A decade of development 
(maturation and learning!) 

It is ten years since the brief historical overview presented in the last 
chapter was written. The major theoretical issues addressed in the 
first edition are, unsurprisingly, still with us and the main 'images' 
of childhood around which I organized my introduction io the field 
are still being explored and articulated. Indeed, one aim of this 
edition is to examine new ideas that have arisen out ot the various 
theories outlined in terms of the impact that they have exerted on 
research into child development. Another aim is to explore the 
implications of this research for the practice of education. In this, 
rather short, chapter, I will try to anticipate and illustrate the major 
developments that have shaped the theoretical landscape over the 
past decade and erect a few signposts to the contents of later 
chapters. Although short, this chapter is not easy because it intro-
duces a wide range of new terms and concepts. Fear noi, however, 
for we will return to the ideas introduced again . . . and again. 

The impact of Vygotskian thinking 

One of the most dramatic changes that has taken place in the intellectual 
climate of developmental psychology and educational theory has come 
from the impact of Vygotsky's thinking within the field. In relation to 
the present volume, this influence surfaces in a number of places. 
Because, as we have seen, his conception of human development places 
interactions between children and more mature members of their 
culture at the heart of psychological growth, considerable research 
effort has gone into the analysis of adult-child interactions in an 
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attempt to isolate and describe the processes which serve to mediate the 
proposed cultural transmission of knowledge and competence. These 
efforts have spawned a variety of new concepts and terms in an effort 
to elaborate Vygotsky's theory about how the social construction of 
mind might come about. Such new ideas will surface in just about every 
chapter of the book. 

Vygotsky's theorizing about the influence of culture on mind was not 
limited to claims about the role of social interaction. Cultural 'tools' or, 
in Bruner's terms, cultural 'amplifiers' also exert a formative influence 
on human cognition. Furthermore, access to, and skills in using, such 
tools is made possible for the developing child through observations of 
and interactions with those who are masters of their use. 

There are many accounts of the impact of inventions such as the 
wheel, steam power and the internal combustion engine on social 
practices and a society's means of production. It also seems self-evident 
that, as such innovations permeate a society, new skills must be 
developed and disseminated to exploit them. Innovative cultural tools 
demand the perfection and transmission of the knowledge and skills 
needed to realize their potential. However, less commonplace are 
accounts of the effects on the human mind due to the invention and 
spread of new systems of representation and new symbolic notations. 
For instance, what effects did the invention of written forms of 
language, or the spread of the Hindu-Arabic notation system for 
representing numbers, have on human knowledge? 

According to Vygotsky and Luria, such systems for representing and 
communicating knowledge generate important transformations in the 
minds of those who master them. So when children learn how to read, 
and how to make use of mathematical symbols, they acquire new ways 
of thinking as they master and internalize activities needed to work 
upon and exploit these new mental tools. If all this proves to be correct, 
then systems for representing the world are not just things that we think 
about; they determine how we think. We will return to a critical 
evaluation of these bold claims in the chapters on literacy and math-
ematics. 

In presenting and discussing the impact of Vygotsky-inspired theo-
rizing, I also want to emphasize the diversity of interpretations and 
views that have been derived from his writings and those of his 
colleagues. As I suggested in the last chapter, Vygotsky's perspective on 
human development can hardly be called a fully fledged theory. 
Although his writings display an impressive and exciting breadth of 
vision and serve to point the way as to how, in general terms, it is 
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possible to think about how we might integrate our theorizing about 
history, social practices, systems of signs and the formation and 
development of mind, he was not able to articulate this vision in any 
great detail. Consequently, there are many ways of 'reading' and 
interpreting his work. As a result, the impact of his thinking on 
psychological research and theorizing has been neither straightforward 
nor unequivocal. Indeed, as we shall see, it is probably fair to say that 
there are as many grounds for disagreement amongst those who count 
themselves as 'neo-Vygotskians' as there are, say, between Vygotskians 
and those who derive theoretical inspiration from Piaget. 

Given that one of Vygotsky's ambitions was to integrate psychologi-
cal theory with that of the humanities and the other social sciences, it 
is also unsurprising to find that members of other disciplines, including 
sociologists, anthropologists and linguists, have also embraced his 
approach. Coming from such diverse intellectual traditions, motivated 
by somewhat different theoretical concerns, these various 'readers' of 
his work have often arrived at different and conflicting positions about 
how a 'socio-cultural', 'socio-historical' or 'social constructivist' per-
spective might be theoretically developed and about its implications for 
education. 

In relation to our concerns in this book, such conflicts of interpreta-
tion will become most urgent when we consider 'situated action theory'. 
Briefly, for we will explore this and related ideas more fully later on, the 
concepts of situated action and 'situated learning' arise out of the view 
that the physical and social contexts within which learning takes place 
remain an integral part of that which is learned. For example, it has been 
argued that many of the skills and much of the knowledge that children 
acquire in the course of their everyday activities outside school fail to 
'transfer' to the classroom. Children who seem to have difficulties in 
learning 'school mathematics' may appear competent in solving every-
day problems outside of the classroom which demand mathematical 
reasoning, as we shall see in chapter 8. One explanation for such 
phenomena is that teachers fail to make school learning 'relevant' to 
children's everyday lives and, by such failure, do not succeed in 
exploiting the child's mathematical competence in school. From the 
perspective of situated learning theory, however, this account is un-
sound. Learning in school is different from learning on the streets 
because it serves different purposes and is embedded in different 
activities and practices. Any 'mental processes' associated with the two 
situations are different because what is learned actually embodies those 
very purposes, activities and social practices: they remain an integral 
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part of learned experience. The psychologist, or teacher, who believes 
that the 'same' mental processes are implicated in such different 
learning activities is thus misguided. He or she is guilty of inventing 
abstract or 'reified' mental entities (cognitive processes) which have no 
reality in human nature. On a radical interpretation, situated learning 
theory leads, like behaviourism, to a rejection of cognitive psychology. 
Mind, the argument proceeds, is 'situated' in activity, not in the head. 

Such ideas are difficult to assimilate in one pass. But fear not because 
they will be explored and illustrated in more detail later. For the 
moment, the main point to grasp is the fact that Vygotskian thinking 
has created a range of new debates, and rekindled some old ones, on 
theories about what and how children learn. These are on the agenda 
for this new edition. 

Neo-Piagetian theory 

During the 1960s andl970s, as I said in the Introduction, a major 
research effort in developmental psychology revolved around the 
critical evaluation of Piaget's theory. This research generated a range of 
conceptual and methodological issues about how we should investigate 
and interpret children's mental abilities which are as important today 
as they were then. Although Piaget died in 1980, his theoretical legacy 
remains and many important extensions of his general position have 
been carried through by his followers. 

For example, Karmiloff-Smith (1992) has proposed a new theory of 
cognitive development. Although her theory retains a strong Piagetian 
flavour, it stands distinct from it in a number of ways. First, she places 
much greater emphasis than Piaget did on innate mechanisms which 
underpin development. Like Piaget, she believes that children experi-
ence developmental change (not just learning). But hers is not a general 
stage theory. Unlike Piaget, Karmiloff-Smith (and many others) argue 
that knowledge is organized into distinct and somewhat independent 
systems. For instance, the development of children's linguistic knowl-
edge is independent in some important ways from their developing 
knowledge of how the physical world works which, in turn, is distinct 
from their understanding of other people. This more 'modular' view of 
mind allows for the fact that a child's understanding of some domains 
of knowledge may be more advanced or sophisticated than it is in 
relation to others. Consequently, whilst the child's ways of thinking 
exhibit structural changes throughout development, these changes are 
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not of the global nature envisaged in Piaget's account of stages. Piaget's 
view invites us to think about the child as a scientist with one all-
embracing theory about life. But modular accounts, like Karmiloff-
Smith's, and Carey's (1986), suggest that the child develops several 
distinct theories to make sense of different realms of experience. Such 
'modular' views of mental development will be explored further in a 
later section of this chapter. In the next chapter, we will look in detail 
at some of the reasons why Karmiloff-Smith, like most neo-Piagetians, 
has dispensed with the concept of general stages of development. 

Information processing: mental models and expertise 

In introducing the information-processing perspective on development 
in the last chapter, I argued that 'All too often, cognitive psychologists 
who study adult intelligence ignore the process of development and 
education. They often leave one with the impression that mental 
activity springs, fully formed, out of a developmental vacuum.' This 
complaint is less valid now than it was ten years ago. Not only have 
there been several notable attempts to integrate findings from develop-
mental psychology within a more general theory of human cognition, 
but there are also examples of the application of such theories to 
education and instructional theory. Happy though one has to be about 
this trend, it makes the task of writing a book such as this rather more 
difficult because it obliges us to refer to relevant theory and research in 
contemporary cognitive science. And this is going to confront us with 
a range of new concepts and terminology. 

An important theme which pervaded the chapters I wrote ten years 
ago was the concept of 'expertise' and the 'expert-novice' distinction. 
In the last decade, this distinction has provided a bridge between 
theories of adult cognition and developmental theory. One interpreta-
tion of this work (e.g. Chi, Glaser and Rees, 1982) is that the source of 
differences in performance between adults and children should not be 
attributed directly to age or stage of development but to differences in 
the extent of relevant experience and task-specific or local knowledge. 
This work, as we shall see in chapter 4, makes theoretical contact with 
Vygotsky's theory of inner-speech and its role in the development of 
self-regulation. However, as we shall see, particularly in chapter 8, 
there are grounds for the belief that the concept of expertise might not, 
in fact, be enough to explain the facts of human intellectual growth. As 
Piaget argued, children not only learn, they also develop. 
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Another integrating theme in research into adult and child cognition 
is the concept of 'mental models'. I discussed this notion briefly in the 
first edition but it has achieved much greater prominence in the past 
decade. The idea that reasoning involves the construction and manipu-
lation of imagined models of the world has been around for many years 
in psychology. However, two books, both using the title 'Mental 
Models', appeared in 1983 (one by Gentner and Stevens, the other by 
Johnson-Laird). These lent new meaning and direction to the concept. 
Indeed, the term is now so widely used that it has taken on a variety of 
meanings. 

According to Halford (1992), one of the reasons why the concept of 
mental models has proved so influential is a general disillusionment 
with the idea that human reasoning can be described and understood 
in terms of a 'psycho-logic or mental logic'. Since Piaget's theory sees 
the achievement of logic as the driving force behind human conceptual 
development, it is not surprising, as we shall also see in chapter 7, that 
theories such as that formulated by Johnson-Laird came into conflict 
with Piaget's in interpreting the nature of adult thinking. And since a 
central concern of developmental theory is all about how and when 
children come to think like adults, this conflict created a forum within 
which debates about theories of adult and child cognition met. 

Mental modules and maturation 

We talk about children learning to reach, walk and speak. We use the 
same verb - to learn - when we talk about their learning to read, write 
and do sums. But are we to assume that the same psychological 
processes are involved in every case where we employ the verb 'to 
learn'? Reaching, walking and talking are universal achievements for 
non-impaired human beings. They are a 'species characteristic' and, 
although infants vary in the precise age at which they start to reach, 
walk and talk, they follow similar paths of development. Once 'learned', 
these abilities are never forgotten. Only if we suffer damage to particu-
lar parts of our anatomy or nervous system do we ever lose these 
capacities. Should we not conclude, then, that, like breathing and 
digesting, these are innate abilities; abilities which simply mature and 
'unfold' as we age? 

Conceptualizing intellectual competence as the sole product of 
learning, or as the acquisition of expertise and skill, lays stress on the 
role of empirical experience in human development. Such views are the 
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modern versions of a long-standing philosophical tradition termed 
'empiricism'. Traditionally, 'nativist' theories, which stress innate 
mechanisms over experience in explaining human nature, have op-
posed the empiricist position. Modern neo-nativist theories regard 
development as a process of maturation and the 'unfolding' of capaci-
ties driven by a genetic 'blueprint', not learning. Where, historically, 
terms such as 'instincts' and 'faculties' were coined to provide a 
vocabulary with which to talk about the proposed innate bases of 
human psychology, today, terms and phrases such as 'mental modules' 
and 'frames of mind' do the same job. 

Since the formulation and propagation of Darwin's theory of evolu-
tion, the general idea that the physical structure of an organism is a 
product of adaptive evolution to fit an ecological niche has passed into 
common sense. But could ideas, rules and mental structures also be the 
fruits of evolution and be transmitted genetically as neo-nativism 
claims? Piaget's theory is that they cannot; they must be constructed on 
the basis of experience. Learning theorists argue that all knowledge and 
expertise has to be learned. Neo-nativist theorists disagree with both 
positions. Why? 

As we shall see in chapter 5, Chomsky argues that children are not 
taught how to understand and use their language. The process of 
language acquisition has to be viewed as a natural one in which 
genetically transmitted 'mental organs' or brain mechanisms automati-
cally extract and use the rules and structures of language. This is why 
all normally intact babies eventually start talking. Exposure to speech 
sounds 'triggers' the nervous system into action and provides all that is 
needed to explain how children learn the structure of their language. If 
one accepts the idea that mental processes, such as those which 
underpin language, are the outcomes of the working of physical systems 
in the brain, then it is but a short (though difficult) step to the idea that 
mental processes (or, better, the physical brain processes which realize 
them) could also have emerged out of evolution and be passed on 
genetically. But if language is innate, why can't newborns talk? 

The structure of the body undergoes continual change with age. For 
example, the biological changes which herald the onset of puberty are 
natural phenomena which obviously do not have to be learned. Their 
onset can, of course, be influenced by social factors such as diet and 
living conditions, but their eventual emergence is genetically pre-
determined. Thus, a process or state of being does not have to be present 
at birth to be counted as the product of genetic pre-programming. 
Similarly, although children cannot talk, walk or reach at birth, it does 
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not necessarily follow that they have to learn how to do such things. 
Provided that they receive the necessary environmental inputs, matura-
tion of the body and nervous system will ensure that these capacities 
emerge. Just as the body naturally processes food and drink to ensure 
digestion and growth, so innate structures in the nervous system 
process speech to ensure the extraction and use of rules and structures. 

If this is true for a complex process like language acquisition, why 
could it not hold true of other psychological capacities, such as logical 
reasoning? If reasoning, like language, is made possible by structures in 
the brain and if those structures emerge along genetically pre-deter-
mined lines, then reasoning is innate, not learned or developed. 
Perhaps, as Fodor (1982) argues, all human concepts rest on the 
workings of innate brain processes. 

Common experience tells us that people vary in how fast and far they 
develop and that achievement relates to effort and experience. So the 
fruits of development can't all be put down to maturation. But what if 
psychological processes such as interest, effort and motivation are also 
innately determined? Suppose, for instance, that interest arises, not 
from systems of external rewards and punishments, but from a search 
for stimulation and information. Perhaps individual differences in 
interest are just external, behavioural signs of innate preferences for 
certain kinds of stimulation and information over others. If the brain 
processes which direct the search for external stimulation are geneti-
cally driven, then motivation, interest etc. are not the cause of indi-
vidual differences in development but simply the products of them. 
Looked at in this way, the study and explanation of individual 
differences in human growth takes on a major significance. To what 
extent should we be prepared to accept such differences as bi-products 
of genetic variation as opposed to the specific products of differential 
experience and opportunity? The ways in which we seek to understand, 
explain and, in education, respond to such questions betray the stance 
we adopt in relation to fundamental issues about the nature of the 
interactions between maturation, development and learning. Conse-
quently, the issue of individual differences and their origins forms 
another theoretical theme which pervades this volume. 

For example, some children are good at sums but can't dance very 
well. Others seem to show a natural aptitude for music and learn how 
to play a musical instrument early in life to achieve levels of excellence 
which many of us struggle to gain but never attain. But these children 
may not make friends easily, whereas other children might possess a 
natural empathy for others and make friends without effort. Are 
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learning and achievement in all these activities rooted in different 
natural abilities? Over the past decade or so, neo-nativist theories have 
held that there are, indeed, separate 'modules of mind' (Fodor, 1982) 
or multiple intelligences underlying different 'frames of mind' (Gardner, 
1983). If all this is true, then effective education might have less to do 
with instruction and learning and more with selecting children on the 
basis of their aptitudes and guiding them towards activities which 
enable them to exercise those aptitudes. 

Research into the psychological abilities of young infants (which lies 
outside the remit of this volume) has provided strong evidence in 
support of neo-nativist, modular theories. Infants do not enter the 
world as psychological blank slates, nor can their early development 
and achievements be understood without recourse to explanations 
involving the maturation of both the body and the nervous system. This 
all provides grist for the neo-nativist mill. Another source of grist is less 
obvious: it comes from the achievements of computational approaches 
to developing models of the mind. 

With the advent of modern computers and demonstrations of so-
called 'artificial intelligence', the long-standing idea that mental proc-
esses are but products of physical structures in the brain has taken on 
a new look. It is common now to liken the brain to a computer, or a set 
of computers, and to regard psychological processes as the results of 
'neural computation'. Neural or 'brain computers' are physical entities 
and, hence, candidates for evolution and genetic transmission. The 
computer metaphor provides concrete 'models' of how the mind might 
be structured, what are often referred to as models of our 'mental 
architecture'. Similarly, the idea of the mind 'running a program' 
provides a way of thinking about how mental processes and computa-
tional structures in the brain might be related. The unlikely combina-
tion of computer models of mind, genetics and empirical studies of the 
innate psychological capacities of babies hence provides a new (or, 
better, a revitalized) theoretical approach to trying to understand 
psychological growth and structure. 

However, as we move away from infancy and further along the life 
cycle and consider how human development differs within and across 
cultures, the idea that the maturation and the 'triggering' of brain 
mechanisms can provide an adequate account of human psychology 
looks increasingly less convincing. If, for example, the development of 
written language and mathematical sign systems helps to structure 
intellectual processes, then we will not be able to dispense with theories 
of development and learning. Written language may be built upon an 
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auditory 'language module' or 'mental organ', but it is also processed 
by the visual system ( or, in the case of Braille, the fingers ). The processes 
involved must be, at least, 'cross-modular'. And, if Vygotsky and Luria 
are to be believed, systems of signs like written words and written 
numbers also lead to the development of historically and culturally 
relative psychological processes, in which case they can't be carried 
directly by the genes. 

Some modularity theorists accept that cultural tools and inventions 
can lead to the re-structuring of knowledge and understanding (e.g. 
Carey, 1990). However, as you might anticipate, explanations about 
how the processes of maturation, development and learning interact in 
the course of psychological growth vary from theory to theory, as we 
shall see. 

Time to synthesize? 

Contemporary learning theory accounts of cognitive development are, 
perhaps, the closest to everyday common sense. As children gain 
experience, they develop expertise. If we can motivate them to keep on 
task, confront them with learning tasks that they can master and with 
curricula that develop their knowledge and understanding, then we can 
provide them with an effective and worthwhile education. 

But both neo-Piagetians and neo-nativists reject this position as, at 
best, inadequate. Children not only learn but also develop and mature. 
Their stage of cognitive development, or of maturation, places con-
straints on what we can expect them to learn or hope to teach. I have 
already said that some neo-Piagetian theorists, including Karmiloff-
Smith(1992),Halford (1992), and Case (1991), accept that the concept 
of mental modules needs to be integrated and accommodated within a 
model of development and each has proposed his or her theory which 
attempts to do just this. There is also widespread agreement that 
development and maturation take place in a cultural milieu and that, 
particularly in relation to theories about the later stages of develop-
ment, the impact of the tools, systems of signs and means of instruction 
that a culture makes available has also to be acknowledged and 
explained in an adequate theory of intellectual growth. Although 
attempts to relate theories of maturation, development and learning 
might seem to be mere academic enterprises, they promise profound 
implications for the way in which we are likely to view the processes of 
socialization and education. 
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Both developmental and modularity approaches stress the internal or 
'endogenous' aspects of cognitive growth. The process of achieving 
understanding is personal, active, selective and constructive. Motiva-
tion, attention and interpretation are largely driven by internal proc-
esses, rather than by external incentives or instruction. 

Social constructivist theories of development, like learning theory 
accounts of expertise, stress external or 'exogenous' influences on 
development. The social constructivists also argue for the cultural 
relativity of learning processes and attribute to both social practices and 
sign systems a causal role in cognitive development. The means by 
which a culture inducts its children into its values and practices is of 
crucial significance within such an approach and the role of education 
is likely to be seen as central to our understanding of the human mind. 
The nature and origins of individual differences in the pathways of 
human development are also a major concern of this approach. Since 
its main theoretical tenets lead to the expectation that variations in 
patterns of cultural and social activities will be reflected in differences 
on the psychological plane, the investigation of differences in cultural 
and sub-cultural ways of life provide a natural source of data in 
exploring the explanatory power of the paradigm. Thus, the study of 
psychological variation associated with differences in social context, 
task, and inter-personal relationships forms a major concern of stu-
dents of this school of thought. 

If it does prove possible to achieve even a partial theoretical synthesis 
of the competing 'images' of childhood derived from learning theory, 
constructivism, nativism and social constructivism, then our grasp of 
what we might expect of education and what we must leave to nature 
will prove much firmer than hitherto. In the following chapters, we will 
consider a number of attempts to achieve some degree of theoretical 
synthesis. For example, as already indicated, we will consider recent 
attempts to integrate theories of cognitive development with a 'modu-
lar' view of the mind. We will also examine attempts to explore how the 
formation of relationships within the family and children's emotional 
experiences within the home are reflected in their cognitive develop-
ment, and efforts to integrate an analysis of cultural values, practices 
and systems of signs with the development of children's understanding 
and use of mathematics in different contexts. 

To the extent that any or all of these attempts to integrate different 
perspectives are judged successful, the better placed will we be to 
evaluate the promise of the hitherto competing theories about how 
children think and learn. 



3 
Are there stages of 
development? 

This relatively brief chapter includes a more detailed consideration 
of some ot the issues raised in the Introduction (I promised to be 
repetitive!). More specifically, we examine Piaget's proposition 
that a major change occurs in children's thinking and in their 
readiness for certain types of learning at about seven years of 
age. The aim of the chapter is not simply to provide a more detailed 
and extensive account of Piaget's theory of stages. It also con-
siders and illustrates some of the major criticisms that have been 
levelled against his views, and examines alternative descriptions 
of the nature ot development and learning during the first years 
of schooling. By looking in detail at the demands placed on child-
ren in experiments that are designed to study rheir thinking and 
analyse their understanding, we can gain some insights into the 
complexities of adult-child communication in formal, contrived 
encounters. These suggest a number of ways in which children may 
misunderstand what adults ask them to do which may have nothing 
to do with their possession, or lack of possession, of logical 
competence. If one accepts these alternative explanations, then one 
may reject the notion of stages of development and accept a more 
central role for language, communication and instruction in the 
development of children's thinking and learning than that por-
trayed in Piagetian theory. Alternatively, as several students ol 
Piaget's approach have done, one can seek to modify the theory in 
ways that overcome the empirical challenges levelled against it by 
his critics. 
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Appearance and reality in the development of 
understanding 

A central aspect of Piaget's theory is the proposition that children's 
thinking is different in kind from that of more mature individuals. All 
children develop through the same sequence of stages before achieving 
mature, rational thought. The structure of children's thinking at each 
stage is distinctive, the same for all children at that stage, and different 
from that of children and adults at other stages. Development, for 
Piaget, is not simply the continuous accumulation of things learned step 
by step. Rather, it involves a number of intellectual 'revolutions' at 
specific junctures in the life cycle, each one of which involves important 
changes in the structure of intelligence. Each stage yields a different way 
of thinking about and understanding the world from that which it 
grows out of and replaces. 

Several important arguments about children's ability to learn flow 
from the theory. The effects of a particular learning experience on a 
child's knowledge and understanding vary according to his or her stage. 
Whilst a young child might learn or be taught how to solve a given 
problem, to provide what sounds like an appropriate answer to a 
difficult question, or to execute a particular routine (counting or adding 
numbers, say), the impact of such experiences on the child will be 
different in kind from that experienced by one at a later stage of 
development. The status and significance of what children learn is a 
direct function of their stage of development. 

It follows from this view that the impact of lessons taught by parents 
or teachers also varies as a function of a child's developmental stage. 
Indeed, a major implication of the theory is that the effects and 
effectiveness of teaching are fundamentally constrained by the structure 
of the child's intelligence. Recall the example given in chapter 1. It may 
be possible to teach a five-year-old child to recite the words one to five, 
but it does not follow that he or she understands numbers. Learning 
routines by rote (repetition and drill), and discovering how some 
properties of sets of objects remain invariant despite changes in their 
appearance - one of the preconditions for achieving numeracy - are 
worlds apart. When we teach the young child to recite numbers and, 
later, attribute her eventual numeracy to our own instruction, we are, 
in Piaget's view, falling into the trap of 'magical thinking'. We have 
done things to and with the child. In time, the child changes and learns. 
Therefore our actions 'caused' the child's development. No, says Piaget: 
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the child's understanding arises out of her self-directed actions upon the 
physical world. 

The question we must turn to now is how self-directed activity leads 
the child to construct his or her own understanding of natural phenom-
ena. We also consider how they come to question and reject the 
assumption that changes in the appearance of things entail a change in 
their nature or substance. To address these questions, I need to 
introduce and explain some of Piaget's theoretical terminology. 

Two key Piagetian terms: assimilation and 
accommodation 

In the last chapter, I outlined the way in which an infant might perceive 
objects in terms of the past actions that she has exerted on them. Objects 
become 'known' and 'recognized' in terms of the actions that serve to 
assimilate them to the fulfilment of intentions. So, for example, a bottle 
may be known and perceived in terms of activities like grasping, 
bringing it to the mouth, sucking and swallowing. To the extent that 
any new 'container' can be assimilated successfully to these schemes in 
order to fulfil the desire to drink, then it too will be 'known' in terms 
of 'bottle-related' actions. 

At one level, of course, every action we perform is unique. When the 
infant grasps, lifts and drinks from a particular bottle, containing a 
certain amount in it, from a specific surface, in a given context, her 
actual performance will vary in minor detail from other, similar 
performances. Put in Piagetian terms, every act of assimilation involves 
an element of accommodation. Piaget uses this term to refer to the 
changes, often minor ones, that have to be made to pre-existing schemes 
of activity in order to make possible the assimilation of a new experi-
ence. Imagine, for example, the infant trying, for the first time, to pick 
up and drink from a full, pint-sized container. She tries to assimilate this 
new object to her existing schemes of grasping and drinking but finds 
that the object resists her efforts and begins to tilt and spill. She will 
eventually come to know that some things are too heavy for her to lift. 
Indeed, this experience is laying the developmental foundations for the 
concept of weight itself. She is learning that some things cannot be 
picked up unaided. The child cries out or in some way requests 
assistance. Her father helps her to lift the container until it is in a 
position that enables her to fulfil her intention to drink (to assimilate 
the object). She has now accommodated her activities to this new 
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experience. The realm of objects that can be assimilated to the activity 
of drinking is now split into those that can be assimilated by the original 
schemes of grasping and drinking, and others that require other means 
(e.g. a call for help) to enable assimilation. The child would probably 
centre on size as the perceptual cue which discriminates one sub-class 
of things that afford drinks from others that only do so with help. 

Some accommodations require dramatic changes in the structure of 
the child's understanding of the world, particularly those which herald 
a change in stage. To understand how and when these revolutionary 
changes come about, we need to delve deeper into the theory. 

More technicalities: centration, disequilibrium and 
de-centring 

When a child is trying to do something, whether her intention arises as 
a consequence of her own activities or is stimulated by a request or 
question from another person, what she attends to in the situation will 
be dictated by the actions that, in the past, have served to achieve similar 
intentions. So, the child's past activities dictate what is perceptually 
salient to her. 

Suppose we show a five-year-old child two lines of coins laid out as 
shown in figure 3.1a. We ask her if one set contains more coins than the 
other. The child is likely to say that they have the same number. Since 
the sets of coins are essentially similar in all respects, whatever the child 
looks at in comparing one set with the other will probably lead her to 
a judgement of equality. We now rearrange the coins so that one set is 
longer than the other (figure 3.1b). Are they still the same? The child 
will, in all probability, decide that the longer set contains more coins. 
Presumably, length is taken as an index of 'amount' or 'number' 
because, in the past, this dimension proved a reliable guide to relative 
amount. What the child does not notice is the fact that whilst the length 
of one line has been changed, this change was, so to speak, 'offset' or 
'compensated for' by an equal and opposite change in the relative 
density of objects in the two sets. What seems salient to the child is the 
change that occurs in length or extent. Relative length can be estimated 
by comparing or centring on the end points of the two sets. Estimating 
relative density, on the other hand, demands more intense and system-
atic scrutiny of the objects in the two sets. 

What the child is unable to do, then, is to take account of and 'co-
ordinate' two or more changes that occur simultaneously as the coins 
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(a) 

1 O O O O O O 
2 x x x x x x 

(b) 

i O O O O O O 
2 x X X X X X 

Figure 3.1 Conservation of number: (a) prior to transformation; (b) after 
transformation 

are moved about. Similarly, she cannot co-ordinate her initial judge-
ment (the sets have the same number) with the final one (one has more). 
She does not sense any discrepancy or 'illogicality' in her two judge-
ments because the act that changed appearance also changed the 
'number' of objects. Her judgements, from her own perspective, are not 
inconsistent since appearances have changed. Similarly, if we put the 
pennies back into line again the child will say that both sets are the same 
again, but not appreciate any inconsistency. Each judgement that the 
child makes involves only one centration; a single act of observation 
and comparison. Thus, any change in appearance of necessity involves 
a change in amount. Asking questions, shuffling pennies, drawing the 
child's attention to the relative 'density' of the two sets, will not teach 
her otherwise because she cannot co-ordinate her judgements or her 
observations in order to detect any discrepancy or conflict. 

Nature, however, will not 'tolerate' the assumption that any obvious 
change in appearance always entails a change in the 'nature' of things. 
As the child plays with sets of objects, be these blocks, beads, coins, 
animals, marbles, people or whatever, and rearranges or sees them 
rearranged, she will eventually and inevitably encounter a situation in 
which her tacit assumption about the nature of change will be violated 
by events. This could happen in an indeterminate number of ways. 
Perhaps she discovers the fact that two sets of objects which looked 
different actually fulfil some common purpose (e.g. filling a small 
container). Or her joy at increasing her wealth by enlarging the area of 
floor covered by her savings might be dashed when she finds they can 
only buy the same amount, however she lays her money out. Who 
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knows? The argument is that, nature being what it is, the child must 
discover some situation that will challenge her assumptions. She then 
enters a state of disequilibrium. She is confused as her assumption is 
brought into question by the reality of events. This mental state is 
intolerable and motivates thought and action. Eventually, the child will 
discover a more embracing or 'over-arching' idea or mental scheme 
which will restore equilibrium. She might realize, for example, that if 
she takes account of both linear extent and density, her confusion 
begins to lift. She is de-centring herself and moving away from an 
intuitive understanding of number, involving centration on only one 
thing, to judgements based on the co-ordination of several acts of 
centration. 

Now mental operations appear on the scene. Mental actions involve 
single action-consequence relations (e.g. when pennies are moved, a 
line gets longer or shorter). Mental operations are classes of actions that 
are integrated with other (logically related) operations. In other words, 
they appear as systems, not, like actions, as isolated entities. Perhaps I 
can help to explain this difficult notion. The ability to 'see' that changes 
in length are offset by changes in density (co-ordination and compen-
sation) is part and parcel of understanding that the effects of an action 
(e.g. extending the line of coins) can be reversed by an equal and 
opposite act (aligning them again). Actions become operations when 
they are embedded in systems of thought that are co-ordinated and 
reversible. Thus, the ability to conserve abstract properties, like number, 
emerges as a part of a new system of understanding that involves 
operations. Once the child's thinking becomes co-ordinated and revers-
ible, for instance, she 'knows' that changes in appearance may be 
deceptive and realizes that, in any situation, number must remain 
invariant (i.e. two sets remain equivalent) if nothing is added or taken 
away. Indeed, by a similar line of argument, the concept of adding and 
taking away is now understood in relation to invariance. All these 
aspects of understanding co-emerge as part of a system of thinking: 
concrete operational intelligence has been constructed. Learning arith-
metical concepts can begin. 

Piaget's theory (and evidence) suggests that the ability to co-ordinate, 
compensate, reverse and appreciate the nature of invariance (to con-
serve) emerges in relation to several areas of knowledge at about the 
same time in development (usually around age seven). Piaget suggests 
that the ability to conserve (grasp invariance and equivalence) involves 
similar intellectual abilities (e.g. co-ordination) whether we are dealing 
with concepts of number, area, volume, weight, quantity or whatever. 
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This explains why a child who lacks such abilities cannot grasp any of 
these abstract notions. A child who displays understanding in one area, 
however, possesses the necessary competence to develop an under-
standing of other 'invariances'. She has entered the stage of 'concrete 
operations' and begun her career as a 'conserver'. 

Not all conservations appear at the same time. Some, like conserva-
tion of weight (realizing, for example, that changing the shape of a lump 
of clay does not also change its weight) come later than others (e.g. 
conservation of quantity). Piaget's argument is that the same logical 
abilities are involved: some things are more difficult to learn (for 
reasons that are not always clear) and are assimilated to concrete 
operational thinking later than other things, but they are nonetheless 
assimilated to the same system of understanding. The notion that 
intelligence can be analysed in terms of such 'general purpose' mental 
abilities is, as we shall see, one of the most controversial features of 
Piaget's theory. 

Before moving on to consider the educational implications of Piaget's 
theory and alternative explanations for children's learning and under-
standing, let me discuss another example of the transition from pre-
operational to operational thinking. This should help to show how 
Piaget identifies the same intellectual abilities at work in superficially 
quite different domains of knowledge to give credibility to the notion 
of stages of development. 

Suppose we show our five-year-old two identical beakers filled with 
liquid and she judges that they contain the same amount to drink. Then, 
in full view of the child, we pour the contents of one into another vessel 
with a different shape. Imagine that it is thinner and taller. We ask the 
child to judge whether the new container holds the same amount of 
liquid as that contained in the beaker left untouched (are the two 
quantities equivalent?). The child is likely to say that the thinner one, 
in which the liquid rises to a greater relative height, contains more. Why 
does the child make this judgement? Why can't she 'see' that the two 
vessels must contain equivalent amounts? 

As we have seen, the child's thinking, intuitive at this stage, is 
perceptually dominated and limited to judgements based on a single 
point of comparison across the two objects. She sees and appreciates the 
fact that the action of pouring leads to a change in appearance, in 
relative height, but what she does not (and, of course, cannot) appre-
ciate is that several changes in appearance occur simultaneously. 
Consequently, her judgement of quantity is based on only one of the 
simultaneous changes that occur. When the two vessels are identical, a 
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judgement based on any coupled centrations (i.e. on an inspection of 
two similar aspects of the two vessels) will result in the 'correct' answer. 
When the vessels are different, however, attention to only one dimen-
sion gives the 'wrong' answer. The child does not understand the notion 
of quantity, nor can she appreciate the fact that this remains invariant 
when pouring occurs. 

The child's thinking and understanding are the same here as in the 
number conservation study. Whilst pouring is taking place, she can 
only attend to one dimension of change. When pouring is finished and 
the child is asked to compare the two quantities, she also fails to 
appreciate the equivalence of the two quantities because her visual 
inspection is limited to a single act of comparison. Reminding her of her 
previous judgement is also ineffective because, lacking the capacity to 
co-ordinate her answers and believing that changes in appearance entail 
changes of substance, the child does not experience any sense of conflict 
or discrepancy in her answers. When the child achieves operativity, she 
can 'perceive' the fact that pouring leads to simultaneous changes in 
several aspects of a phenomenon and discover the fact that one change 
offsets, or is compensated by, another. When she has constructed 
systems of operations, her perception of the world is, quite literally, 
transformed. 

Conflict, instruction and accommodation 
Imagine a child who has entered the stage of concrete operations 
presented with the quantity conservation task. Although she has not 
seen this phenomenon before and has never been confronted with the 
problem of conserving continuous quantity, she is able to perceive and 
co-ordinate simultaneous changes in appearance. She also knows that 
changes in the way things look do not necessarily mean that they cannot 
be equivalent. She is able to co-ordinate her answers to questions posed 
before and after pouring and, being logical, will not tolerate any 
inconsistencies between them. She also knows that if liquid is poured 
back, any changes in appearance can be reversed to retrieve the initial 
state of affairs. In consequence, while the problem is just as novel for 
her as for the five-year-old, the intelligence she brings to bear on it and 
what she 'sees' are different in kind. 

If she has only recently achieved operational competence, the solu-
tion to the problem may not be immediately apparent to her, but she is 
intellectually ready to discover its solution. At this stage, a teacher (or 
another child) may say and do things which conflict with our child's 
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interpretation of events. For instance, if one child suggests that quantity 
has changed because liquid in one glass is higher, then the other person, 
drawing her attention to opposing differences in another dimension 
(e.g. the other glass is wider) or reminding her of her previous 
judgement (that both held the same amount), may activate a sense of 
conflict. Since she is beginning to perceive things that, hitherto, she was 
unaware of and realizes that more is going on than used to meet her eyes, 
it is possible that this conflict will set her thinking and trying to solve 
the puzzle facing her. She sets out to resolve any contradiction and 
achieve some degree of coherence in her theory of what is going on. The 
way out, the way to accommodate the conflict, is for her to restructure 
the way she thinks. 

Restructuring 
Social experience, then, may help a child to restructure her thinking by 
inducing disagreement and cognitive conflict that mobilize thought and 
help to bring about the next stage of development. But children have to 
be in an appropriate state of intellectual readiness for such social 
facilitation to take place. They can only experience conflict when their 
intuitive view of the world is beginning to break down. Even here, the 
restoration of equilibrium, and the restructuring of knowledge that 
makes it possible, are products of the child's own thinking. Illustration, 
explanation and interrogation might help to mobilize the child's 
problem-solving, but only she can discover the solution. 

A critique of Piaget's theory 

The great power of Piaget's theory stems from his identification of 
structurally different, pre-operational and operational, structures of 
mind. The universal nature of a stage, the fact that it structures 
everything the child perceives and thinks, provides a general explana-
tion for the fact that, in many different situations, seven-year-olds are 
likely to think quite differently from their younger peers and are 'ready' 
for a different stage of learning. The promise ofgenerality is what makes 
Piaget's theory so attractive and important. 

However, there are many people who do not accept Piaget's theory. 
As early as 193 6, for instance, Susan Isaacs reported many observations 
of children in her nursery school at Maltinghouse in Cambridge. Her 
pre-schoolers, she argued, displayed clear evidence of rational thinking. 
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Her observations and her interpretations of what these implied for 
Piaget's theory anticipated many contemporary arguments in child 
development. There is now a significant body of opinion which holds 
that Piaget's methods and demonstrations led him to underestimate or 
misconstrue the nature of children's thinking. Let us consider some 
alternative explanations for children's 'failures' in tasks demanding 
'operational' thinking. 

Did Piaget underestimate the importance of language? 
Think again about the demands being placed on the young child in 
Piaget's task situations. The experimenter obviously has to communi-
cate the nature of the problem being set to the child, and we can analyse 
the process of communication into a number of levels. A breakdown in 
mutual understanding between adult and child at any of these levels 
might account for children's apparent illogicality. 

First, we obviously need to consider the actual words and grammar 
involved in what the adult says to the child. In the quantity conservation 
task, for instance, we find expressions like 'as much as','same amount 
to drink', and so forth. Do children actually understand these words 
and expressions in the way that the adult intends? Young children may 
appear to understand and use them in familiar situations, but are the 
meanings that they carry in everyday talk between adults and young 
children the same as those involved in contrived, experimental tasks? 
If we examine and analyse children's linguistic development, will we 
discover that they do not, in fact, really understand the language 
involved in experimental tests? 

Let me provide an illustrative example. Another of the intellectual 
structures that Piaget analysed to reveal marked differences in the 
thinking of five- and seven-year-old children involves concepts of 
'classes' and 'class inclusion'. To the mature mind, a given object (e.g. 
a chair) or a class of objects (e.g. animals) can, at one and the same time, 
be members of any number of more inclusive categories. So, a chair is 
also a member of the class 'furniture' or of 'manufactured artefacts' and 
so on. Categories like 'animals' can be subsumed under more inclusive 
labels (e.g. living beings) and decomposed into more exclusive ones (e.g. 
canine, feline). For an adult, such classifications exist as enduring, 
organized structures of knowledge. Saying that a dog is an animal or a 
member of the canine family does not change the thing being referred 
to. The same concept can belong to any number of classes at the same 
time. 
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Figure 3.2 'Are there more flowers or more tulips?' 

But pre-operational children cannot co-ordinate different judge-
ments or acts of centration. So, for example, a tulip cannot be conceived 
of as both a tulip and a flower at one and the same time. This demands 
co-ordination which, as we have seen, pre-operational children cannot 
do. So, if we show the pre-operational child the set-up illustrated in 
figure 3.2 and ask her 'Are there more flowers or more tulips ? ', the child 
will probably say 'More tulips'. 'More' is interpreted as a reference to 
the largest available sub-class (of flowers). Since there are more tulips 
than daisies, there are more tulips. Piaget's interpretation of this 
phenomenon is that the child cannot 'see' or, rather, cannot organize 
what she sees, so that the same entities (the tulips) are simultaneously 
both tulips and flowers. 

Questions like 'Are there more flowers or more tulips?' sound 
distinctly odd! However, before we look into rather murky linguistic 
depths to analyse the nature and consequences of their strangeness, let 
me consider the issue of class inclusion with what looks like a much 
simpler example. A child (one of Piaget's own), aged two-and-a-half, is 
often taken for a walk by her father along a particular road. This road 
is often infested with slugs. The child sometimes points to a slug saying 
(in French), 'There's the slug again.' Her father asks (since she had 
pointed out another slug earlier), 'But isn't it another?' The child goes 
back to the first slug encountered and is asked, 'Is it the same?' 'Yes.' 
'Another slug?' 'Yes.' 'Another or the same?'. . .The questions, Piaget 
concluded, 'obviously had no meaning' for the child. 

What does 'the' mean? When the child says 'There's the slug again', 
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is she, perhaps, using the word 'the' as part of the act of pointing to and 
talking about an object in the situation? But when Piaget asks if it is 'the' 
same slug (i.e. as a previous slug), he is using the word to refer back to 
a previous experience. These two uses of words like 'the' are quite 
different and children develop an understanding of the first 'the', as 
something being pointed at, a long time before they learn how to use 
and understand the second 'the', which is used to refer back to an earlier 
utterance or experience. Even if the child is aware of the fact that a slug 
is both itself and a member of the class 'all slugs', she would not 
understand the question because she does not and cannot understand 
the language involved. Are we, then, dealing with absence of logic or a 
failure of communication based on the child's stage of language 
development, or both? Piaget's observation does not allow us to answer 
this question. 

Suppose we find, in general, that specific problems in understanding 
language can explain why children fail to answer Piaget's questions. 
Would this mean that we have sufficient evidence to reject Piaget's 
explanation for their 'errors' of reasoning ? Well, not really. It might still 
be argued, for example, that understanding a word like 'the' in all its 
meanings demands concrete operational competence. Part of the el-
egance and power of Piaget's theory is the way in which it integrates 
many aspects of development, including the relationship between 
intellectual and linguistic understanding. One might argue, for exam-
ple, that understanding the second form of the word 'the', to refer back 
to previous experiences, demands an ability to co-ordinate judgements, 
which explains why young children cannot understand it when it is used 
in this way (although this explanation is hard to sustain, as we will see 
in chapter 6). 

Piaget's theory also leads directly to the prediction that pre-opera-
tional children will not understand phrases like 'as much as' used in 
conservation tests in the same way as adults do. Mature understanding 
of what such expressions mean demands the capacity to co-ordinate 
different judgements, so of course the child doesn't understand the 
words involved. If we are to reject Piaget's account, we must provide an 
alternative and equally robust theory of how the child comes to 
understand language, and provide evidence that it is language or 
communication abilities as such that create problems for the child, not 
his or her inability to reason logically. We have to find some way of 
distinguishing linguistic problems from intellectual problems. Perhaps 
we could try to provide evidence that when linguistic problems are 
avoided, the young child can reason rationally. Or we might try to 



Are there stages of development? 63 

demonstrate that the acquisition of linguistic knowledge involves 
'special' features that are not simply reflections of the difficulties a child 
faces in understanding the concepts or ideas embodied in language. Put 
another way, does the development of thinking dictate the development 
of language, or are some features of language development independent 
of intellectual growth ? Or is the capacity to use language itself the basis 
for understanding and grasping concepts like equivalence and classifi-
cation? 

To investigate the theory of stages and all its educational implica-
tions, we must, then, examine alternative accounts of linguistic devel-
opment, and of the relationships between language and thought, to 
those espoused by Piaget. This we do in chapters 6 and 7. 

Can children make sense ofPiagefs questions? 
I have already drawn attention to the fact that communication between 
adult and child in Piagetian tests of class inclusion sound, to say the 
least, rather strange. Even if the child, in one sense, understands the 
words and the grammar involved in such questions, there is still a 
question mark over what they think the questioner intends to mean. 
What does the child think is going on in the experimental situation? 
How does she interpret the performance of the experimenter? How do 
the 'social practices' that govern interactions between adults and 
children in the world at large influence how the child interprets what 
the experimenter expects of her? 

First, note that the child is often asked a similar question at least twice 
in such experiments. In the test of conservation of continuous quantity, 
for instance, the child is usually asked something like 'Are they the same 
or different?' at least twice: once before the liquid is poured into the new 
container and once after pouring has taken place. What function does 
the repetition of a question usually serve in everyday encounters 
between adults and children? Blank, Rose and Berlin (1978) suggest 
that a repeated question is usually a signal that the first answer given 
was wrong, inaccurate or inappropriate. If so, perhaps the child in 
conservation experiments is thrown, not by the 'logical' demands of the 
task, but by her interpretation of what she assumes the adult is 
implicitly communicating. There are now several experiments which 
have shown that changes in the way such problems are presented to 
children which ensure that only one question is asked (e.g. the second 
of the two questions mentioned above, asked after pouring has taken 
place) lead to a greater chance of 'correct' or conserving answers from 
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young children. So, perhaps breakdown of mutual understanding, 
rather than logical incompetence, explains the child's apparent 'errors' 
of reasoning. 

The issue of questioning draws our attention to 'pragmatic' features 
of communication about which I will have a good deal to say in this 
book. 'Pragmatic', in this sense, refers to the way in which the meaning 
of an utterance is influenced by its social context and by the relationship 
between the speaker and hearer. For example, if a teacher asks a child 
'Can you close the door?', he or she is unlikely to be enquiring about 
the child's physical prowess in the practice of door-shutting (unless, of 
course, there is some reason to doubt that the child can do such things 
and the teacher really wants to know if he or she can do so). Many 
utterances involve 'indirect' acts of communication. The example 
above, for instance, is probably a request or order 'disguised' as a 
question. If a child fails to comply with or fails to understand a request 
or question from an adult, we must ask whether any 'indirect' or 
'hidden' meanings are implicated. The meanings associated with utter-
ances in everyday interactions may differ from those implied in experi-
mental tasks, leading to confusion for the child and a breakdown of 
communication. Such features of communication are complex and of 
immense importance in evaluating what a child knows and under-
stands, as we shall see. 

Thus, when we begin to explore the interaction between experi-
menter and child as a social encounter, and one that displays some 
'special' and, from the child's perspective, unfamiliar properties, a 
number of questions arise. Until we consider and resolve these, we 
would be unwise to draw inferences about children's intellectual ability 
and logical competence. 

Another concrete example illustrates how pragmatic aspects of 
everyday social practices influence children's interpretation of experi-
mental or 'contrived' situations. In a quantity conservation study, 
Light, Buckingham and Roberts (1979) performed the usual transfer of 
the contents of one container to another, but they incorporated an 
important modification to Piaget's method. One of the two identical 
beakers had a broken, razor-sharp rim. The children's attention was 
drawn to this flaw, and the potential danger it presented was given as 
a reason for transferring its contents to another (differently shaped) 
container. Asked to compare quantities after pouring in this context, 
children were more likely to be successful than they were when no such 
reason for the experimenter's actions was given. One interpretation of 
this finding is that the explanation for changing glasses made the 
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experimenter's actions sensible to the child. Put another way, the child's 
everyday social experiences render what the experimenter does intelli-
gible. She sees no reason to assume that he is showing her something 
unusual that demands an explanation. When no such reason is given, 
perhaps the child (erroneously) believes that there must be some hidden 
reason that she does not understand. Adults usually appear to know 
more than children do. When children cannot infer a sensible reason for 
the adult's behaviour, they may think that there is more to the problem 
than 'meets the eye', perhaps assuming that there is something they do 
not understand and need to learn. 

Finally, here is a rather different illustration of the way in which 
children's interpretations of what an experimenter is getting at can 
influence their apparent competence. If ten-year-old children are asked 
to compare two sets often objects (these are arranged in two haphazard 
sets) in order to find out if they comprise the same number, they usually 
perform the task accurately. However, if the experimenter asks 'Why 
are there more in this set than that set?', many ten-year-olds, like 
younger children, will give an explanation based on appearances, even 
when the sets are equal. That is, they will choose the set that looks more 
numerous. But when the experimenter says Ί think there are more in 
this set than that one', most children count the set and disagree 
(Hundeide, 1985). Consequently, it is not the case that children are not 
prepared to challenge an adult's judgement or opinion. Rather, when 
they are asked to explain something by a question like 'Why are there 
. . . ?', they take on trust the fact that there is a difference to be 
explained. The experimenter's question does not reveal a lack of logic 
in children's judgements. Rather, it illustrates how people's interpreta-
tion of what others mean by what they say involves more than the words 
or questions used: mutual understanding rests on a range of conven-
tions and expectations which are often violated in experiments. As we 
will find in chapter 7, they are also frequently violated in classrooms. 

Do children understand Piaget's tasks? 
Another criticism that has often been levelled against Piaget's studies is 
that many involve tasks that are 'artificial' and unfamiliar to children, 
and that this explains why they make errors. For example, one of the 
predictions that arises from Piaget's theory is that pre-operational 
children are psychologically 'egocentric'. He argues that they are 
incapable of conceptualizing a situation from any perspective other 
than the one they themselves are occupying. Their thinking is domi-
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Figure 3.3 The three mountains problem. A child is positioned at location 1. 
She is asked to select from a group of drawings the view of the mountains that 
would be seen by persons at locations 1, 2 and 3 

nated by their perceptions and, since they are unable to co-ordinate 
judgements based on different observations, when they move from one 
position to another they can't integrate judgements made at different 
times to achieve an 'objective' view of situations. They are always 
dominated by their own perceptions and hence cannot construct a view 
of things as seen from another point of view. 

One experiment designed to test and display this feature of pre-
operational children's thinking involves the situation illustrated in figure 
3.3. Children are shown a model of three mountains together with a 
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Figure 3.4 The child is asked to show where a doll might hide so as not to be 
seen by the two policemen 

number of pictures that depict how the mountain scene appears from 
different positions of observation. Imagine that a child is looking at the 
model from position 1. She is asked to pick out the picture that represents 
what another person would see if they were to look at the same model 
from position 2 or 3. Children below the age of seven years or so, who 
have yet to develop operational thinking (pre-operational children), are 
unlikely to succeed in this situation and will probably choose the drawing 
that represents what they themselves see of the three mountains. They are 
unable to conceptualize or form a mental representation of what the 
model looks like from other than their own point of view. This task, for 
Piaget, illustrates pre-operational children's egocentrism and demon-
strates that their concept of space is subjective and centred on their own 
body. Unlike adults, they cannot conceive of space in 'objective' terms: 
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they cannot construct an interpretation of what 'their' space might look 
like from another perspective, for example. 

Although, as with most of Piaget's demonstrations, many other 
experimenters have reaffirmed his findings with children from several 
different cultures, other researchers have shown that so-called, pre-
operational children can conceptualize viewpoints other than their own 
when the problem makes more 'sense' to them. Figure 3.4 illustrates a 
task used by a group of psychologists working with Donaldson (1978) 
in Edinburgh. The child's task here is to decide where to place a doll in 
the set-up so that it can 'hide' from the two policemen. To solve this 
problem, the child has to relate the points of view of the two police dolls 
to discover the region of space that neither can see and in which the 
other doll can hide. Many pre-operational children succeed in solving 
this task. Donaldson's interpretation is that where the actions of the 
characters in the problem are interpretable to the child, where they refer 
to experiences that are relatively familiar and involve actions that the 
child can make sense of, then the child is not egocentric or limited to a 
subjective concept of space. 

Part of Piaget's legacy 

As I have already said, most of the observations and demonstrations 
that Piaget made have been replicated many times by researchers in 
different parts of the world. The main issue concerns their interpreta-
tion. The promise of generality held out by the theory has been 
questioned. As we shall see in later chapters, and as Donaldson argued, 
his theory was too insensitive to the nature of tasks and neglected the 
social and cultural meanings of the materials used to test children. 
When we come to study mathematics learning we will see that this is a 
general and crucial problem for the theory. 

The generation of research that was stimulated by Piaget has served 
to reveal the complexity and difficulty of designing experiments, tests 
and observational methods to reach any compelling evidence to show 
how children think and learn. As we shall see, such methodological 
problems are still a cause for debate in attempts to test and interpret 
more contemporary ideas about growth and development. Testing 
good theories is hard work. 

Part of Piaget's legacy is also a set of questions which are still the 
subject of research and debate. Does logic provide an appropriate 
framework for understanding the development of children's under-
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standing and reasoning? We consider this question further in chapters 
7 and 8. Are any failures of communication that arise between adults 
and children due simply to the child's stage of language development? 
Or might they be due to differences in levels of expertise? Perhaps 
failures of communication between adult and child arise out of differ-
ences in their relative abilities to perceive, remember and think about 
situations in which one, but not the other, is an expert. We take this 
issue up in the next chapter. Or, as Piaget contended, are there still real 
discontinuities in development? Whilst disagreeing with Piaget's em-
phasis on the role of logic in intellectual development, there are several 
contemporary theorists who still insist that there are, indeed, 
discontinuities and that children's thinking changes with age. We 
obviously need to explore such issues further. 

In the preceding chapter, I mentioned several 'neo-Piagetian' theo-
ries. Here, I will begin to explore these in order to provide a basis for 
challenging 'non-developmental' theories which rely on the concept of 
expertise to explain cognitive growth. We will be exploring such 
theories further in the pages that follow. 

Discontinuities in development? 

Although the various developmental theories that have arisen to replace 
Piaget's differ in important details in their accounts of what changes 
during development, there are some central areas of agreement shared 
by most if not all of them. 

First, by definition, they argue that we cannot dispense with a theory 
of development. There is general agreement that learning processes must 
be integrated within an adequate theory, and contemporary theories are 
more explicit than Piaget was about the nature and role of learning 
in intellectual growth. But they all agree that learning alone cannot ex-
plain the nature of children's understanding as they grow to adult-
hood. Logical operations do not, however, play any explanatory role in 
most neo-Piagetian theories. Thus, the contention that we can under-
stand how children come to understand their world by interpreting their 
thinking in relation to a 'psycho-logic' has been abandoned by most. 
There also seems to be a general acceptance of the fact that develop-
ment has to be conceptualized relative to its social context and that 
culture-specific knowledge and skills must be identified and explained 
in order to construct an adequate explanatory theory. For example, as 
we saw in the last chapter, both Case and Halford explicitly acknow-
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ledge the role of culture and its systems of symbols in their theories. 
Why, then, have such models of development not converged on a 

single explanatory theory? The main reason, as one might anticipate, 
has to do with the proposed mechanisms which underpin and explain 
developmental discontinuities. Let me try to illustrate some of the main 
points of contention here. We will explore them in more detail later. 

As children mature, their 'speed of mental processing' increases 
(Case, 1985). For example, the rate at which they can 'encode' and 
produce speech and retrieve information from memory gets faster with 
age. Thus, whether they are taking information from the world or 
recalling it from memory, their minds work more slowly than those of 
adults. 

Because of their slower speed of processing, children cannot hold so 
much in mind as adults can when they think. They have more limited 
'working memories'. Consequently, the representations (Case, 1991; 
Fischer, 1980) or mental models (Halford, 1992) that they can construct 
and reason with are less complex than those which adults can entertain. 
Herein lies one source of discontinuity in development and an explana-
tion as to why adults can solve problems which children cannot yet 
manage. Halford, accepting the evidence that children's speed of processing 
increases with age, also contends that children and adults have different 
processing capacities. Adults, he argues, can process more information 
simultaneously (i.e. in parallel) and this enables them to solve problems 
that children do not have the mental capacity to get a mental 'hold' on. 
Perhaps an example will help to illustrate these issues. They will also be 
followed through in later chapters. 

Drawing inferences from mental models 

Consider the following, seemingly simple problem. You are asked to 
decide 'who is tallest if John is taller than Peter and Peter is taller than 
Alan'. Children below the age of about five years are usually unable to 
combine such pairs of propositions in order to draw inferences. Why? 

In order to solve the problem, it is necessary to remember the first 
premise (John is taller than Peter) whilst taking in or encoding the 
second (Peter is taller than Alan). Then the two mentally represented 
relations have to be combined in some way. Now, if the speed at which 
a child can encode and mentally integrate information is so slow that 
whilst taking in the second premise they forget the first, then they will 
not possess the necessary information-processing resources needed to 
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draw such inferences. Their inability to do so, on a speed-of-processing 
account, is not because they lack logical operations but because they 
cannot yet process information fast enough to hold onto and integrate 
mentally represented information. 

Halford's treatment of the same experimental evidence is somewhat 
different. Adults usually solve such problems by constructing a 'mental 
model' that corresponds to the situation or state of the world being 
described (we elaborate on this point in chapter 7). Most would 
construct a model representing an ordered list or image in which John 
is placed at the top, Alan at the bottom and Peter in the middle. Thus, 
we use a spatially ordered list as an analogy for the situation being 
described. Having constructed our mental model, we can, so to speak, 
directly 'read off from it the inference that John is taller than Alan. 

Halford suggests that to be able to solve the problem, the child must 
have the resources to hold both premises in mind at the same time: i.e. 
to process them in parallel. In Halford's view, children under five can 
only process one relation at a time (e.g. that between John and Peter). 
Beyond five, they can process two relations in parallel. At this point, 
they are then able to draw the necessary inference. So, it is not simply 
speed of processing but also changes in processing capacity which limit 
the number of relations that can be held in mind at one and the same 
time. Changes in both speed and capacity help to explain the 
discontinuities in children's powers of thinking with age. 

On first sight, Halford's theory may appear to be the same as Piaget's 
in that, on both accounts, children are unable to see, at one and the same 
time, that Peter is shorter than John but taller than Alan and that this 
results in a failure to co-ordinate the two premises. However, Halford 
differs from Piaget in that he does not appeal to logic as an explanation. 
He does not, for example, claim that children pass from a pre-
operational to a concrete operational stage. Such operations play no 
role in the theory. The basis for development is attributed to changes 
in processing speed and the capacity to process information in parallel, 
and to the nature of the analogues that children (and adults) use in 
constructing mental models in order to reason about the world. 

The issue of developmental discontinuity has not, then, been ruled 
out by post-Piagetian research. Theories of how children think and 
what they are able to learn, based on proposed changes in mental 
powers with age, are still with us. 



72 Are there stages of development? 

Summary 

The examples and illustrations I have just discussed identify a number 
of factors that we need to consider and evaluate in trying to make a 
decision about how children conceptualize the world and reason about 
it at different ages. If children do not understand the words and 
expressions involved in attempts to test their understanding; if they are 
so unfamiliar with the task they are asked to perform that they do not 
know what is relevant to the questions asked and, hence, cannot analyse 
and grasp what they need to take into account; if they are unsure of the 
experimenter's motives or misled by the way in which the interaction 
is conducted; if they assume that there is more to the problem than 
meets the eye; then they may appear logically incompetent. 

Piagetian theory did provide explanations for some of these phenom-
ena. Children cannot understand many things that adults say because 
they lack the necessary intellectual structures to make sense of what 
they mean. They may well misunderstand an experimenter's intentions 
because they are 'egocentric' and cannot diagnose those intentions. 
They are unable to analyse tasks into their important elements because 
they cannot 'de-centre' from their own viewpoint. If we accept these 
explanations, then we also accept the stringent notion of readiness for 
learning and the relative unimportance of language, communication 
and instruction. 

If we reject these explanations, then we must find others. Vygotsky's 
theory invites us to consider the possibility that children understand 
those things that are common features of their social experience. 
Learning how to think about and learn about things that are relatively 
unfamiliar are not 'natural' achievements that occur with time, but 
special forms of 'self-regulation' which rest on relevant experiences. 
However, if we accept that children's mental powers do develop with 
age because their ability to construct mental representations changes, 
then the influence of socio-cultural factors may be less crucial than 
Vygotsky and others claim. Attempts to help and teach children will still 
be constrained by their stage of development. We will take this issue 
further in the next chapter. 

We have seen that most neo-Piagetian theorists now reject logic as a 
useful basis for understanding cognitive development. But if intelligent, 
adaptive thinking is not based in logical operations, what does it 
involve? How does it develop? To what extent is it a product of 
communication and teaching? 



4 
Learning how to think and learn 

Piaget's analysis of pre-operaiional thinking suggests that young 
children tend to form their judgements ahout the narure of things on 
the basis of single acts of centration. 1 le argues that their perception 
is thus 'dominated' by what they happen to attend to. They cannot 
'de-centrc" their thinking or co-ordinate their mcmal actions to 
achieve stable, logical judgements. Only later, when they have 
constructed logical operations, do they develop the. capacity for 
sustained and systematic perceptual analysis and rational thought. 

Whilst the changes in children's ability to perceive, analyse and 
remember events that Piaget identified are consistent with the results 
of many other experimental studies, interpretations of how such 
changes come about vary. Research in the 'information processing' 
tradition, introduced in chapter 1, provides a different account of ihe 
mental activities involved in development which are viewed as 
evidence of growing expertise. Research in the Vygotskian tradition 
offers yet another view of the origins and narure ot ciiildren's 
abilities. Vygotsky argued that mature mental activity involves 
adaptive 'sell-regulation' which develops through social interaction. 
In this view, instruction and schooling play a central role in helping 
children to discover how to pay attention, concentrate and learn 
effectively. These ideas, and some of the research they have moti-
vated, are the focus ol this chapter. We also begin to explore the 
relationships between the child's perception of the world and his 
understanding of it. 
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Attending, concentrating and remembering 

When teachers are asked to evaluate a child's likely potential in a 
particular subject or discipline, their answer is likely to relate to a specific 
feature of the child's classroom behaviour: the child's willingness or 
capacity to concentrate on tasks relevant to that subject. Those children 
who spend most time 'on task' in the classroom are most likely to be 
judged capable of doing well in the subject or discipline being taught. 
More importantly, if we monitor the children's progress we will find that 
teacher predictions are, more often than not, borne out. Concentration 
is a good indicator of interest and potential (Keough, 1982). There are 
several reasons why teacher judgements, children's powers of concentra-
tion and school achievement might be related in this way. One possibil-
ity, considered in more detail later in the book, is that teachers are in the 
business of fulfilling their own prophecies. Perhaps they treat children 
they perceive as more likely to succeed differently from those they think 
are less likely to do so and, in so doing, foster the expected patterns of 
achievement. While we may not rule this factor out entirely, I will be 
arguing later that such an explanation is far too general and even simple-
minded to be convincing. As I will try to show in this chapter, many 
factors influence children's powers of concentration and thereby exert a 
marked influence on how much and how readily they learn. 

It will come as no surprise to find that, on average, children's 
concentration span increases with age. But why does it? Well, anyone 
who has worked with children might observe that younger children are 
usually more 'distractable' than older ones. Again we ask, why? What 
is it about young children that leaves them relatively open to distrac-
tion? To answer this question, we need to look at the general nature of 
young children's powers of perception, attention and memory and at 
their knowledge and 'planning' abilities. The ability to keep on task and 
to ignore distractions is, in fact, a symptom of the structure of the child's 
intellect, and changes in concentration span are related to intellectual 
development. Consider some experimental evidence which illustrates 
and supports this proposition (see Kail, 1990, for a more detailed and 
very readable account). 

Learning to remember: rehearsal and organization 
If five-year-old children are shown a set of twenty pictures and asked 
to predict how many of them they will be able to remember, they are 
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likely to grossly overestimate their own capacities and may claim that 
they will remember them all. If we ask eleven-year-olds the same 
question, their assessments will probably prove accurate. Again, per-
haps unsurprisingly, older children will remember more than younger 
ones. Thus, changes in the ability to memorize go hand-in-hand with 
more accurate and realistic assessments of one's own mental abilities. 
Deliberate attempts to commit information to memory are not the 
product of a 'natural ability' but involve learned activity. In fact, they 
involve a series of activities. The skill in undertaking each of these 
increases with age throughout the early years of school and beyond. 

I think we often mislead ourselves by describing our own psychology 
using nouns like memory, perception and attention when we should be 
thinking in terms of verbs such as memorizing, perceiving and attend-
ing. Intellectual processes take time to execute and, like manual skills, 
can be organized and executed more or less effectively. Deliberate 
memorization involves such skills. It does not emerge full blown at 
some point in life, but involves a series of interlocking activities which 
eventually become automatic and often seemingly effortless, but which 
in reality take years of learning and practice to develop and acquire. 

The five-year-olds' unrealistic estimates of their own powers of 
memory are reflected in their concentration or habits of study. Whereas 
older children distribute their attention carefully between the different 
things they are trying to memorize, and spend time in so doing, the 
younger ones are likely to make a cursory and non-exhaustive inspec-
tion before deciding that they are able to remember. As they gain in 
proficiency, children not only learn how to commit things to memory, 
but also become more aware of and accurate in their assessments of 
their own memorial powers. They also become aware of what they do 
and do not know and this leads to the development of more effective 
concentration and study skills. For example, if we ask a five- or six-
year-old to commit a series of familiar objects to memory we will find 
that they will recall, on average, about four. Suppose we then ask the 
child to have another go. Will he pay more attention to the ones he failed 
to recall the first time round? No: he will probably be non-selective, and 
just as likely to attend to those he remembered the first time around as 
to those that he did not memorize. The eleven-year-old will be reason-
ably selective and proficient in such circumstances, and hence will 
further outstrip the performance of his younger peers. 

Two of the most well-established principles of human memory are 
that 'rehearsal' is a powerful aid to deliberate memorization and that 
the imposition of some structure or meaning on what we seek to 
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memorize also determines the likelihood of successful recall. Rehearsal 
refers to the continuous repetition, out loud or under the breath, of 
what one is trying to hold in mind (obvious examples are the repetition 
of a shopping list or an unfamiliar telephone number whilst dialling). 
Five- or six-year-olds asked to remember a set of things that can be 
named and, hence, rehearsed will probably not rehearse them. It is 
possible to help them to use a rehearsal strategy and this increases their 
chances of success, particularly if they are asked to say words out loud 
so that they can be corrected if they miss one or more things out. 
However, even after being taught how to rehearse and having experi-
enced evidence of its success, children will not usually rehearse sponta-
neously when they are asked to memorize other material. The use of 
rehearsal as an aid to memorization might appear to be a simple, self-
evident and obvious way to aid learning. But children learn how to do 
it gradually, throughout the early years of school. 

Even adults, to whom such tactics may seem obvious, often fail to use 
rehearsal when it would aid their attempts to learn. Investigations into 
the study techniques of undergraduates, for example, suggest that they 
often do not rehearse what they have been taught. Listening to a lecture 
or reading a text, understanding what is heard or read and believing 
that understanding implies learning, students fail to rehearse and then 
pay the penalty later. In one study, groups of students were asked to 
recall a lesson. Some were asked after a day, others after several days 
and some several weeks following the event. The amount recalled 
'decayed' sharply over the first few days, but more interesting was the 
finding that students who, early on, were asked to recall and recount the 
lesson showed very little subsequent forgetting over a period of several 
weeks. Going over notes, thinking and rehearsing what has been heard 
or read, greatly facilitates how much is memorized. This may seem like 
common sense, but experience and evidence suggest that even people 
who are able to use rehearsal strategies fail to do so. 

Imposing some structure or organization on what we are trying to 
learn is another seemingly obvious strategy for improving performance, 
and one that seems to come naturally. But it does not. Imagine giving 
a number of objects to be remembered to an eleven-year-old. These can 
be grouped into a set of categories. Suppose, for example, the child is 
presented with a number of toy animals, toys which represent various 
forms of transportation and some toy pieces of fruit. The child is likely 
to recall them in organized sets: he may, say, give first a set of animal 
names, then a set of transport names, followed by fruit. Similarly, if we 
allow the child to move the objects around, he or she is likely to group 
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them physically into categories as an aid to improved memorization. So 
the eleven-year-old exploits the fact that organizing material to be 
learned into well-established groups or categories increases the chances 
of successful recall. Five-year-olds, on the other hand, are unlikely to 
exploit this kind of categorical organization even when they can, when 
requested, arrange the objects into categories. Although they know 
how to group objects, and can be helped to improve their learning by 
instructions to arrange the objects into groups before trying to learn 
them, as with rehearsal they will not exploit the strategy spontaneously 
when they are presented with another set of objects. 

Memorizing: one activity or many? 
But, you might ask, are we really dealing here with changes in memory 
skills? Might it not be the case that children simply don't understand the 
instructions given? Perhaps the five-year-old child does not understand 
the meaning of words like 'remember'? Well, the evidence suggests that 
we are dealing with changes in the child's cognitive skills and not simply 
with linguistic development. There are situations, for instance, in which 
pre-school children show that they understand what an instruction to 
remember entails (at least in one sense). Imagine placing a sweet 
beneath one of a set of upturned cups that are identical in appearance. 
We ask a two-year-old to remember which cup the sweet is placed 
under. Then we tell the child that we have to go and fetch something 
from another room and that they must remember where the sweet is 
until we get back. Surreptitiously, we arrange for someone to observe 
the child while we are away. What we are likely to find is that our pre-
schooler will keep touching the appropriate cup from time to time. The 
child uses his digits to 'keep hold' of the information he has to 
remember, literally 're-mind-ing' himself of it by physical means (i.e. 
putting his finger on it, hitting it on the head - the source of many a 
metaphor). Young children do, in some senses at least, understand what 
it means to remember. What they learn with age are more powerful and 
efficient strategies for memorizing and learning; they learn how to 
control or regulate their own performance more effectively. 

Let us consider another example of the pre-schooler's powers of 
memory which helps to illustrate other aspects of the 'natural history' 
of memory development. Imagine a playground with a series of fence 
posts around its perimeter. An adult is going to walk with a group of 
pre-schoolers from one post to another attaching coloured pieces of 
paper to each post. When they reach, say, the third post, the children 
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are told that when they have attached paper to all the posts they 
will have their photograph taken. They are shown the camera to 
be used which is removed from a bag held by the adult. The adult 
then hides the camera when the children are not looking. When 
they reach the last post, the adult laments that the camera has 
been lost. Now, what do the children suggest and do? Do they 
simply begin to search at random for the camera or, perhaps, go 
back to the first post? Or do they remember the fact that the camera 
was last seen at post number three? They are more likely to return 
to the scene of the event, post three. They remembered where they 
last saw the camera and also infer that this is the best place for a 
search to commence. They are making intelligent use of past experi-
ence to formulate a plan of action - evidence of both memory and 
reasoning. 

Why, when pre-school children seem so competent in such situa-
tions, do five-year-olds seem to perform so poorly in the experiments 
I outlined earlier? Well, such differences in children's apparent 
competence are symptomatic of important features of human memory 
and cognition. They also help to illustrate the multiplicity of intellec-
tual activities that we commonly (and mistakenly) lump together 
under headings like 'memory'. The abilities deployed by pre-schoolers 
in the situations just outlined are different in kind from those 
demanded in the first experiments presented, which demanded 'delib-
erate' memorization. Basically, what young children learn and re-
member are things that arise as a 'natural ' and often incidental 
consequence of their activities. No one needed to alert the pre-
schoolers in the playgroup to the fact that they would be expected to 
remember the location of an object. Setting out deliberately to commit 
a body of information to memory is a quite different affair from such 
examples of natural or spontaneous remembering, where what is 
subsequently recalled is something one literally handled, attended to 
or in some way had to take cognizance of in the course of doing a 
practical activity. Perhaps another example will illustrate the distinc-
tion I am attempting to draw. 

Recall that earlier in the chapter I outlined the five-year-old's 
relative incompetence when asked to make judgements about his or 
her own memory ability, and the resulting poor performance. Suppose 
instead of asking the child to remember objects we ask him to do 
something with them. We might, for example, ask him to point to and 
label every animal in the set of toys. Subsequently, we ask him to recall 
what he has seen ( and touched). We will find that the number of items 
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recalled by the child is superior to that achieved when we simply ask 
him to memorize. The task of pointing and labelling encouraged the 
child to attend systematically to the objects, and led to activities or 
interactions with the material destined to be remembered. The child's 
active involvement with the material and his concentration on the task 
at hand helped him to 'encode' or become consciously aware of the 
objects handled. In such circumstances, memorization usually takes 
place quite spontaneously. Similarly, in the playground experiment, 
children were actively involved in tasks (e.g. putting paper on posts, 
searching for a misplaced object) that made sense to them and were 
comprehensible. Furthermore, as in the cup experiment with the pre-
schooler, the object to be remembered was external and spatial. Such 
tasks both provide concrete external cues that prompt recall (which 
help to remind the child) and involve practical demands in their 
performance which lead the child to act upon the material to be 
remembered. Young children's spatial memory is, in such circum-
stances, good. Contrast such situations with the task of deliberately 
committing to memory discrete sets of objects through rehearsal when 
there are no simple, physical locational cues to aid memorization or 
recall, and there is no purpose, other than memorization itself, being 
served. 

So, in tasks where memorization is an end in itself, rather than an 
incidental product of activities that are instrumental in achieving some 
practical end or objective, young children do not know how to proceed. 
Special skills in rehearsal and some form of (self-induced) interaction 
with the material in order to 'make sense' of it (e.g. grouping it, or 
forming the elements into a story or some other pattern) take time to 
learn and perfect. 

It follows that if we help the young child to make sense of a task by 
asking him to group objects together into appropriate sets, or by 
embodying the objects to be remembered into a story or pattern 
for him, then we may facilitate his performance of the task. However, 
as with rehearsal, simply exposing children to such strategies does 
not lead to their immediate adoption and generalization. If we 
want children to learn and remember things, we must often 'scaffold' 
the process for them by setting tasks, arranging materials, reminding 
and prompting them. Eventually, they will come to do such things 
for themselves (at least, on occasion) and will discover how to re-
hearse and so on. Put another way, the teacher's role in facilitating 
learning and memory will change as a function of the child's age and 
capacities. 
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A pause for review 

Before moving on, let us rehearse some of the arguments I have been 
putting forward. Attending, concentrating and memorizing are activi-
ties. Simply asking a child aged five or six to pay attention, concentrate, 
study, learn or remember is unlikely to bear fruit. Unless we embody the 
material to be learned and remembered in a task that makes sense to the 
child, one that involves objectives he can realize and that draws his 
attention 'naturally' to the elements we wish him to take in, our 
imperatives to concentrate, memorize or learn are almost bound to fail. 
Young children can and will concentrate and remember but will often 
need the support of a more knowledgeable and intellectually skilled 
assistant. Such assistants in a real sense act as external aids to memo-
rization, as 're-mind-ers'. At the same time, they provide living illustra-
tions of the processes involved in memorization which eventually the 
child comes to 'internalize' and exploit himself. Looked at in this way, 
the processes involved in deliberate memorization and contrived or 
formal learning situations take place first in external, observable and 
social terms before being internalized by the child to become personal, 
mental activities. More mature individuals or adults who are involved 
with children in shared projects and activities provide children with the 
means to become autonomous and self-regulating. The importance of 
such shared social activities as a basis for mental development is, as you 
will find when you read on, a recurrent theme of this book. 

Memory and schooling 

If the assertion that certain powers of concentration and memory are 
fostered in social interaction has any value, then it should follow that 
the development of such powers will vary from one culture to another 
to the extent that the social practices which help to create them are 
different in those cultures. There is evidence to support this case. It 
comes from comparing the memorizing activities of adults in our own 
society with those of adults from non-schooled/non-literate cultures. I 
will refer several times to such comparisons at various places in the 
book where they both help to illustrate the social origins of mental life 
and assist us in our search for the specific features of social practices that 
influence the development of mental abilities. 

In a number of studies of non-schooled, non-literate societies (Cole 
and Scribner, 1974) some marked differences (and important similarities 



Learning how to think and learn 81 

that we consider later) have been revealed between the characteristic 
ways of memorizing found there and in Western technological cultures. 
There is a growing body of evidence, for example, to show that rehearsal 
is not a feature of deliberate attempts at memorization by people in non-
technological societies and, further, that strategies like grouping familiar 
objects into categories to aid memory are also the product of schooled, 
literate cultures. In the past, such differences between the mature people 
of different societies, and what appear to be similarities in performance 
between young children in our kind of society and adults in 'traditional' 
cultures, were regarded as evidence that characteristic modes of thinking 
in these other cultures are 'childlike', 'non-rational' or in some other way 
less developed than in our own. Such views, at least in informed circles, 
have been revised of late as more sophisticated ways of studying and 
theorizing about culture and cognition have been developed. What I 
think we may conclude from such observations is that deliberate at-
tempts to memorize 'arbitrarily' sets of information, i.e. memorization 
for its own sake, is a product of technological societies and more 
specifically of schooling and/or literacy. Perhaps if we ask ourselves a 
different set of questions, these rather puzzling differences and their 
implications will become clearer. 

First, we must ask ourselves what possible need an individual in a 
traditional society would have for deliberate memorization of the sort 
we have been discussing. Certainly, they need to remember places, 
routes, seasons and those practical skills and knowledge that enable 
them to survive in their own environment. Studies of the navigational 
powers of people in fishing and trading cultures, for example, reveal 
extremely complex and intricate systems of mapping and navigation 
which demand considerable powers of memory and planning. As 
children go about daily life in these cultures they 'naturally' or 'inciden-
tally' acquire such knowledge as they observe, imitate or are helped to 
perform necessary tasks by the more knowledgeable and mature. But 
they do not sit down in a specially constructed building with teachers 
to be shown about and told about things outside their common cultural 
experience. Sitting, attending, listening carefully or diligently watching 
a performance by an adult, in relation to a task that the adult has set, 
leads to demands on concentration, memory and thinking that are not 
a feature of incidental learning. As I pointed out in the Introduction, the 
notion that children learn by being deliberately 'taught' by adults is by 
no means universally shared. 

Indeed, as Newson and Newson ( 1974) have pointed out, contempo-
rary Western concerns with issues like the psychological well-being and 
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educational potential of children are of historically recent origin. 
Compulsory schooling for all is a relatively modern cultural invention 
and with it has come a new range of questions and concerns. In the 
eighteenth century, for instance, parents were understandably more 
concerned with the physical well-being and survival chances of their 
offspring, since life then, by modern standards, was far more hazard-
ous, particularly for young children. Only with good medical and 
nutritional care and all the other achievements of modern societies have 
we come to worry more about the mental welfare of children. The 
invention of schooling and the creation of roles such as 'teacher' and 
'pupil' has led to new demands on adults, as they try consciously and 
deliberately to 'transmit' their knowledge and culture. It has also 
created special demands on children as they attempt deliberately to 
learn, memorize and think in specially constructed buildings, away 
from and out of contact with adult activity. In non-schooled societies, 
children are gradually acculturated, socialized and 'educated' by be-
coming progressively more involved in adult economic activity until 
they eventually learn and inherit their social roles. Our own children, 
meanwhile, are effectively excluded from centres of adult activity and 
learn, not by doing the things that their parents are involved in, but by 
listening, reading, experimenting and solving problems set for them by 
a 'specialist' teacher. Since members of non-schooled cultures have no 
need to develop skills such as those involved in deliberate memoriza-
tion, it is perhaps unsurprising that, when confronted by a strange 
Western person with his odd questions and peculiar demands, they are 
unable to perform what are culture-specific and culturally transmitted 
skills that take children in our own society years to master. 

We are used to thinking about bits of machinery, architecture and 
technology as special, cultural inventions. We accept that each upcoming 
generation of our society will need to learn about new things, and 
develop new skills in order to operate and work new instruments of 
production. It is strange, perhaps, to think of what seem to be 'natural' 
aspects of our mental life as cultural inventions in the same vein. Strange 
though it may seem, I suggest that it is nonetheless the case. 

Paying attention 

One reason why older children are likely to be able to sustain longer 
periods of study and concentration than younger children is that they 
have discovered how to exploit strategies such as rehearsal and organi-
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(a) Identical pair DD 
DD ÌU DD 

DD QEJ 

(b) Pair differing 
by substitution ΐπ^ ΐπ^ 

(c) Pair differing 
by permutation 

E Ψ Will» 

DD 
DD 

Ψ 

U pnnj 
DD 
DD 

Figure 4.1 Children are asked to compare each pair of drawings to say 
whether they look the same or different: (a) identical pair; (b) pair differing by 
substitution; (c) pair differing by permutation 
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Figure 4.2 Children's inspection patterns faced with the drawings illustrated in 
figure 4.1. Dotted lines illustrate windows that differ from one house to the 
other; the children's eye movements start at 1: (a) a child of 4yrs 4m judges in 
10 eye movements that the two houses are 'the same' on the basis that windows 
A and B look similar; (b) a child 8yrs makes 21 eye movements before deciding 
that the pair differ 
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zation of material for learning. Lacking such skills, the child below age 
eight or so is often likely to appear more impulsive and capricious than 
the older child whose attempts to regulate his or her own learning or 
memorizing take time to execute. 

If we look in more detail at how children distribute their attention -
to examine, for instance, what they look at when they are trying to solve 
a problem or answer a question - we find other important differences 
between the performances of children who have just entered school and 
those aged around seven to eight. Where the older child's patterns of 
attention are becoming systematic and exhaustive and reflect a sensi-
tivity to the demands of the task facing them, the five- to six-year-
old's attention seems impulsive and brief. Why? Before discussing 
possible answers, let us consider a few examples which illustrate how 
children's powers of attention emerge and develop through the years 
of schooling. 

Inspect the three pairs of drawings shown in figure 4.1 and spot any 
differences between each pair. When children aged between three and 
six years are asked to do this, we find that they are unlikely to be very 
accurate. If we observe their eye movements as they compare pairs of 
figures, we discover that they tend to compare only one or two features 
of the drawings before reaching a decision. If they happen to compare 
two points which reveal a difference, then they make a correct decision 
(showing that they understand what the experimenter means by 
'different'). However, since their inspection is brief and not exhaustive, 
they are unlikely to 'see' differences and instead judge that pairs which 
are different look identical. Figure 4.2 illustrates the inspection pattern 
of a four-year-old and compares it with that shown for an eight-year-
old child. Older children are more careful, analytic and exhaustive in 
their inspection of the figures. Not surprisingly, their judgements are 
more accurate. When they say that two drawings are identical, it is on 
the basis of a more thorough search. Performance on this task keeps on 
improving up to age eight or nine years, as children become increasingly 
cautious and careful in their perceptual activity (Vurpillot, 1976). 

As we observed for tests that require deliberate memorization, 
children below the age of seven or so often appear impulsive when 
asked to undertake unfamiliar tasks. As children grow through the 
early years, we find increasing evidence that they are learning or 
discovering how to control their own attention, learning and problem-
solving in situations where other people set them tasks to perform. 
Paying attention, like deliberate memorization, is an activity that can 
be executed more or less skilfully. There is an implicit plan in the eight-
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Figure 4.3 Photographs showing stages in the construction of the pyramid 
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year-old's inspection of the figures that is lacking in the five-year-old's 
attempts to do the task. What might appear at first sight to be a simple 
issue of perception, of 'seeing' a solution, turns out on closer inspection 
to involve intelligence, knowledge and skill in self-regulation. 

When we ask young children to look at a situation and, say, ask them 
a question about what they are 'seeing', we cannot assume, simply 
because they move their heads and eyes to look at what we are showing 
them, that they will perceive the situation in the same way as ourselves. 
The relationships between requests, questions and other utterances, 
and the systematic search for information that these utterances are 
designed to stimulate in the other, change with age towards increasing 
degrees of accuracy, or what Bruner terms greater 'analytical compe-
tence'. Understanding the demands of a question, such as 'Are these the 
same?', and undertaking a systematic search for information to answer 
it are two interlocking aspects of knowledge. 

But, you might ask, aren't children younger than eight years of age 
capable of using pictorial aids to instruction in some situations? What 
about jigsaws, model-making or following Lego instructions? Surely 
children are able to guide their own activities in such tasks before age 
eight? Yes, they are. Indeed, in a series of studies, we have found that 
children as young as four years of age are reasonably adept at using 
pictorial aids to help them put together quite complex construction toys 
(Murphy and Wood, 1982). We gave them a series of nine photographs 
(figure 4.3 ) and asked them to make the model depicted. Although four-
year-olds almost never completed the task successfully, when we 
looked at their eye movements to see how they 'interrogated' the 
pictures, we found that they did usually look at a picture that was 
relevant to what they were trying to do with the blocks. 

The differences between model-building tasks and the 'inspection' 
tasks discussed earlier are similar in some respects to those between 
'natural' and 'deliberate' processes of memorization. Tasks like assem-
bling models and making use of pictures to put together jigsaws are 
relatively common activities for many children in our society. So when 
they were asked to make up the model in our experiment, they had some 
intuitive sense of what we meant and relevant past experiences to draw 
upon. They came equipped with enough experience to make sense of 
what we asked them to do. The photographs were used as an aid to their 
own practical activity. In the comparison and questioning tasks, there 
were no external guides to provide children with feedback about the 
success or otherwise of their efforts (unless, of course, an adult were to 
help them by pointing out relevant features that they had overlooked). 
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Unlike the model-building tasks, where the results of their activities 
were visible and could be compared with the photographs, the inspec-
tion problem demands that the child make a judgement about how and 
when he has satisfied the requirements of the questioner. The ability to 
make such decisions, coupled with the more 'abstract' nature of the 
inspection tasks, is what marks off the performance of eight-year-olds 
from that of younger children. 

I will explore ways in which others help children to overcome their 
limited knowledge and inexperience in analysing, planning and regulat-
ing their own activities later. For the moment, I want to return to consider 
cross-cultural studies which reinforce the argument that understanding 
and using media like photographs involve knowledge of conventions and 
learned skills of analysis and planning. To the trained user of such 
artefacts, perception and recognition of what is illustrated in a photo-
graph or picture might seem automatic and hence 'natural'. But this is not 
the case. When people from non-pictorial cultures, who have never seen 
or used paper to represent or depict objects, are asked to identify 
drawings or photographs of familiar objects or animals, they cannot do 
so. Pictures are two-dimensional representations of things that, in the 
real world, occupy three dimensions. Real objects are solid and have 
depth. When we look at a picture we have to infer solidity and depth from 
cues like the relative size of different things in the picture or from 
differences in texture, perspective cues, overlap of parts of one object by 
another and so forth. Perception of such things is neither 'natural' nor 
automatic. Rather, the implicit conventions governing the interpretation 
of drawings and photographs have to be learned. When children in our 
society use pictures to help them make things, look at family snaps, watch 
television or are involved in the many experiences in which pictorial 
materials intrude into their lives, they are learning how to interpret what 
is being depicted. Lacking such experiences, people from non-pictorial 
cultures cannot 'make sense' of such representations and only after a 
period of training can they learn to 'see' what we see (Serpell, 1976). Next 
time you visit a good art gallery, compare the way in which, say, 
geometric perspective has been represented by painters across the 
centuries. Conventions for trying to capture the three-dimensional world 
on two-dimensional canvas have undergone several revolutions over 
time and, following each revolution, people have had to 'learn to see' 
paintings in the new ways intended by the artist. 

Perceptual/attentional activities take time, demand guided selection, 
memory and interpretation. Perhaps it becomes less surprising, then, to 
find that young children in the first years of schooling still have much 
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to learn about how to attend to and interpret their world in the same 
way as more mature members of their culture do. When we ask a young 
child to 'pay attention', we should recognize that any failure to comply 
might not result from boredom, wilfulness or 'distractability' but from 
the fact that he or she lacks the necessary knowledge and skill to bring 
to bear on the task or topic at hand. This is not to say that young 
children (like all of us) might not concentrate or attend because they are 
uninterested in what is going on, or because they prefer to do other 
things. However, we have to recognize that when we ask children to pay 
attention and concentrate on tasks that we have set and which provide 
little by way of concrete, perceptual support, they may find it impossi-
ble to comply with our demands. 

Wholes and parts: theories of perception and 
understanding 

In this section, I want to discuss another dimension of what is involved 
in learning how to attend and understand, which brings us back to the 
study of children's thinking and reasoning and to arguments about the 
relationship between perception and knowledge. So far, my discussion 
of children's development has been largely descriptive and has avoided 
theorizing. Now we must start to consider explanations for the nature 
of young children's abilities and discuss some of the factors that 
different theorists believe influence and promote development and 
learning. Different theories, as we shall see, have quite different 
implications for teaching. 

Suppose we show a young child the picture illustrated in figure 4.4 
and ask him to describe what he sees. If the child is aged below five 
years, he will probably identify the various objects (such as the light 
bulbs) in the display but will not 'see' the larger figure that these suggest. 
He seems unable to 'synthesize' the objects into a larger configuration. 
When the individual elements are meaningful, have an identity of their 
own, the child is likely to focus on each in turn and cannot 'stand back' 
in order to see the more all-embracing figure. A small number of five-
year-olds, however, may report seeing the larger configuration and will 
not be able to 'see' or identify the smaller objects. Briefly, children aged 
below seven tend to 'centre' upon either the overall configuration or its 
parts. What they cannot do is attend to or perceive both at the same 
time. It's a case of one thing or the other. 

In other situations, children of this age seem unable to break down a 
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Figure 4.4 Children under the age of 7yrs are unlikely to see the figure as a face 

larger figure into its constituents or to perceive a part of a figure as 
'belonging' to two or more larger units. Examine the diagrams illustrated 
in figure 4.5, for example. Such illustrations, called 'embedded figures', 
are used in some tests of intellectual maturity. A child aged below seven 
is unlikely to be able to trace the contour of the figures shown in set A 
when they are 'embedded' in the complex line drawings of set B, even 
though four-year-olds are able to trace the outlines of the simple shape 
shown in sets C and D. Such simple forms, or Gestalten (well-formed, 
regular shapes), seem to have a 'natural' identity. Young children can 
perceive such shapes when they are hidden by other lines but, unlike older 
children, are incapable of analysing more complex figures. 

In some situations, then, the young child cannot synthesize meaning-
ful elements into larger units. In the 'embedded figures' problem, he 
fails to break down or analyse complex forms into their elements. In 
both situations, the child seems incapable of perceiving a given element 
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Set A Set B Set C Set D 

0Φ aia 

ZA A 

Figure 4.5 The child is asked to outline, in sets B and D, the figure that 
matches the shape in sets A and C respectively 

as a constituent of two or more configurations at one and the same time. 
Once the child perceives something in a particular way, he seems unable 
to 're-view' it from a different perspective. After the age of seven or so, 
children not only become more systematic and accurate in their 
perceptual judgements but also display greater flexibility. They are, in 
Piaget's terms, able to de-centre themselves to view a task from more 
than one point of view. Such experimental findings are consistent with 
Piaget's prediction that pre-operational children cannot entertain the 
idea that an element of any task or situation, whatever its nature, can 
belong at the same time to two or more categories or classes. What the 
child 'sees' is determined by how he thinks. 

Experience, expertise and explanation 

If children are more limited than their elders in their ability to attend, 
memorize and generally regulate their own learning, problem-solving 
and thinking, then it may be that they often fail where older people 
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succeed, not because they lack 'logic' or are have more limited process-
ing capacities, but because they do not possess the relevant experience 
and expertise. 

Experts in a discipline, game, sport, craft or whatever are able to 
perceive and memorize more accurately and fully than a non-expert any 
phenomenon that is relevant to their area of expertise. I have already 
discussed chess as a paradigm case. An expert's knowledge endows them 
with the ability to perceive organization and structure where the novice's 
perception is piecemeal and fragmented. What we perceive in a situation 
is motivated by our immediate purposes or interests. What we consider 
salient and worthy of attention is dictated by what we are trying to do. 
To the extent that we are expert at fulfilling our intentions in a situation 
which 'lends itself to the fulfilment of our goals, we usually perform well. 
We are able to think and act relatively quickly, smoothly and accurately. 
Because of this, we are also more likely than the novice to notice any 
departures from our expectations. Imagine, for instance, watching a 
game of American football with an American fan. Then think about 
watching a game of cricket. Who responds to the novel and unusual? The 
person who already knows the rules and existing practices of play. Unlike 
the novice, whose concentration is likely to be fully engaged in monitor-
ing and making sense of immediate events, the expert can appreciate 
what is currently happening in a wider context; he is likely to appreciate 
strategies of play and clever tactics. He is also more likely to spot any 
mistakes or unusual happenings and will detect any departures from the 
rules of the game more readily. He will probably remember more about 
what takes place and be better able to give an accurate account of the 
proceedings after the game. Expertise structures the process of percep-
tion and memorization. This makes thinking and acting fast, smooth, 
accurate and sensitive to error, novelty and unusual events. 

The range of experimental evidence in support of these informal 
generalizations about the effects of knowledge and experience on per-
formance is impressive (Chi, Glaser and Rees, 1982). Studies of expert 
performance in several domains of knowledge (e.g. chess, maths and 
physics) have revealed that experts (a) take in more information faster 
and with greater accuracy than novices; (b) recall relevant information 
from memory more readily; and (c) perceive and interpret what they see 
in terms of rules and principles whilst the novice only perceives the 
surface features of the situation. Further, asked to explain their problem-
solving activities, expert performers are more likely to be able to provide 
a coherent and comprehensive account of what they are doing - the so-
called 'self-explanation effect', about which I will have more to say later. 
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Figure 4.6 Average recall of digits and chessboard peices by same groups of 
adults and children 

Since children are novices at life in general, perhaps we need only 
consider such differences in experience and expertise to explain why 
adults and children vary in what they know and understand. If we could 
find a task on which young children are more practised and expert than 
adults, then it might be possible to test the idea that it is not age (i.e. not 
development or maturation) but simply experience that explains differ-
ences in performance and understanding. One investigation which did 
just this was performed by Chi (1976). 

First examine figure 4.6a. This illustrates a well-established finding 
about the relations between age and the ability to recall random lists of 
numbers. Adults outperform children. In figure 4.6b, however, this 
pattern is reversed even though the same group of adults and children 
were involved in performing both memory tasks. The data in 4.6b refer 
to the abilities of the two groups to remember the positions of chess pieces 
on a chess board. The children involved were all good chess players. The 
adults were not. Thus, where the usual relations between age and 
experience are reversed, children outperform adults. Experience and 
expertise, not age-related changes in cognitive capacities, explain how 
and why the performance of the two groups changes from task to task. 

Drawing inferences: logic and memory 

If children fail to master a task, not because their thinking is different 
in kind from that of adults, but simply because they lack the necessary 
experience and expertise, then it may be possible to help them to learn 
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and understand situations which, left alone, they cannot master. A 
more experienced partner can help by augmenting their limited exper-
tise and trying to teach them how to regulate their own activities in the 
face of uncertainty. If this is possible, then we might, with Vygotsky and 
Bruner, claim far more importance for teaching in development and a 
greater potential for learning through instruction in young children 
than Piagetian theory suggests. Let us consider some examples to see if 
this is the case. 

One of the many tasks that Piaget invented to study the transition from 
pre-operational to operational thinking involves the ability to place 
objects of different sizes into order from small to large - so-called 
'sedation' tasks. Imagine, for example, five sticks, each of a different 
colour and length. We show a child aged five an arrangement of these 
sticks in serial order and ask him to reproduce the configuration with 
another, similar set of sticks. The child cannot do it. He may produce the 
odd pair of sticks, one small and one large, but he cannot, for example, 
insert a third stick between these to produce a longer series. Piaget's 
explanation for this phenomenon is consistent with those given for 
children's failures in conservation experiments. To insert a stick between 
two others in the appropriate sequence, for example, demands the ability 
to view it at one and the same time as a stick that is longer than one of 
the pair and smaller than the other. It has to be viewed simultaneously 
in two ways. This demands intellectual co-ordination of perceptual 
judgements which, as we have seen, pre-operational children cannot 
achieve. Similarly, if we tell the child that one stick is longer than another 
which in turn is longer than a third one, he cannot draw the logical 
inference that the first must be longer than the third, because such 
inferences also demand co-ordination of the statements given. 

Bryant (1974), however, suggests that young children's inability to 
draw such inferences and solve seriation problems is not due to the fact 
that they are pre-logical. Rather, their failure is due to the fact that these 
sorts of problems overload their mental capacities. To solve such 
problems, the child has to examine carefully, compare and memorize 
the relations between the five sticks in order to draw any inferences. We 
have just seen that each of these demands creates difficulties for children 
and that they are unlikely to rehearse spontaneously, so they will 
probably spend little time on the task, be unsystematic in their inspec-
tion of the sticks, and lack the powers of rehearsal needed to solve the 
problem. If we help them to do these things, will we discover that they 
are more likely to draw inferences? Yes. To demonstrate this, Bryant 
showed three- to four-year-old children five sticks of different colours 
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and sizes, but only as ordered pairs. So, for instance, the child might 
have been shown a red and a blue stick where the red was longer. He 
was then shown the blue stick compared to a smaller green one, 
followed by the green paired with yellow and then the yellow with the 
shortest stick, say orange. Bryant repeatedly showed the pairs of sticks 
to children until they could tell him (before seeing each pair) which was 
longer. Having thus ensured that the child had memorized the informa-
tion needed to solve the problem, he asked them which was longer, the 
blue stick or the yellow stick. Many children were able to give the right 
answer. 

Thus, where the experimenter helps the child to pay attention to, 
rehearse and memorize the 'propositions' from which he will be asked 
to draw inferences, the child succeeds. 

This experiment demonstrates the fact that children can be helped to 
perform tasks that they find hard or impossible to do alone, but the 
implications that the findings have in relation to establishing the age at 
which children can draw transitive inferences have proved more 
controversial. Halford, as we saw in the last chapter, argues that solving 
such problems involves two main steps. First, the child has to construct 
a mental model of the set of elements and then they must know how to 
'read off from this model the relationship asked for. Bryant's study 
shows that children seem able to 'read off an answer from information 
that they have commited to memory, but does it demonstrate conclu-
sively that children can also integrate information to construct a series? 
Halford suggests not. 

The fact that Bryant and his colleagues trained the children by always 
giving the 'premises' in the appropriate order (i.e. from longest stick to 
shortest, or vice versa) means that the child could simply have remem-
bered this order without ever mentally integrating the premises into a 
model. What happens if the children are trained to remember each pair 
of relations but these are given in an order (e.g. blue and green followed 
by red and blue) that is different from the size-ordered series? Young 
children fail. 

Halford argues that the ability to make transitive inferences demands 
the mental integration of information in parallel, and that such de-
mands cannot be met by children aged below about five years because 
they lack the mental capacity and speed of processing required. Whilst 
he does not appeal to logic as an explanation for age-related changes, 
he argues that pre-school children cannot draw inferences. 

This argument illustrates a number of points, some of which I will 
develop in later chapters. First, it shows that there is usually more than 
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one way to solve a problem and this makes it difficult to arrive at firm 
conclusions about the age at which certain intellectual capacities are 
developed. As Piaget argued, the ability to perform a task is not 
necessarily a reliable indicator of the methods or cognitive resources 
used to solve it. It also demonstrates another major tenet of Piagetian 
theory, which is that assisted performance does not have the same 
developmental status as spontaneous success by the unaided child. 
Finally, if Half ord is correct, then accounts of cognitive growth which 
rest entirely on explanations in terms of experience and expertise 
cannot be complete. Thus, arguments which divided Piagetian theory 
from those of Vygotksy and Bruner are still with us. 

Many other attempts have been made to 'train' young children in 
ways of performing Piagetian tasks. The argument motivating many of 
these studies was that children do not pass through a pre-operational 
stage of development in which they are unable to learn or be taught how 
to reason 'logically'. Rather, the argument proceeds, the tasks used are 
so unfamiliar to children and make such (for them) unusual demands 
that failure is attributable to a lack of relevant experience, not to 
intellectual incompetence. 

Some attempts to teach children how to solve Piagetian-style prob-
lems have produced positive effects, others have not. Deciding whether 
such results confirm or disconfirm the notion of a pre-operational stage 
of development is not a straightforward affair for reasons I have just 
explored. Other difficulties of interpretation stem from the fact that 
what we mean by 'teaching' is problematic. Do some attempts to teach 
children (e.g. as in Halford's study) fail because the teaching techniques 
used were weak? How can we evaluate the quality of the teaching styles 
used by experimenters? What criteria do we set up to evaluate success? 
Is it simply enough to show, like Bryant did, that children can be helped 
to do things that they cannot do on their own, or do we demand that 
children so taught must show that they can transfer or generalize what 
they have been taught to another situation before we say that they 
'really' have learned a lesson? 

Trying to answer one difficult question (can children make transitive 
inferences ? ) thus confronts us with three other issues. How do we define 
effective instruction? How and when do children generalize what they 
are taught to new problems? If adults do not reason logically in the 
manner implied by Piagetian theory, how do they think? Let us start 
with the first question. 
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What is effective instruction? First thoughts 

Any theory that presents a view of how children learn or develop 
implies a theory of instruction. Although Piaget did not attempt 
to explicate in detail the implications of his analysis of development 
for a theory of instruction, several of his followers have attempted 
so to do (e.g. Schwebel and Raph, 1974). Other learning/develop-
mental theorists (e.g. Skinner, Gagne, Sheffield, Vygotsky/Luria and 
Bruner, to name but a few) have worked out in some detail the 
educational ramifications of their ideas. It is not my intention here 
to review and evaluate all these points of view, although in later 
chapters I will discuss some of the research they have inspired. In-
stead I have decided to concentrate on three approaches, trying 
to synthesize the insights they have generated. The three in question 
are Bruner's steps towards a theory of instruction, Soviet develop-
mental theory (inspired by Vygotsky's writings), and research that 
has grown out of the information-processing paradigm outlined in 
chapter 1. 

The zone of proximal development 

When we help a child to solve a problem, we are providing conditions 
in which he can begin to perceive regularities and structure in his 
experience. Where, left alone, the child is overcome by uncertainty and 
does not know what to attend to or what to do, instruction can help in 
a number of ways. When we point things out to the child, we help to 
highlight what he should attend to. By reminding children we are 
helping them to bring to mind and exploit those aspects of their past 
experience that we (as experts) but not they (as novices) know to be 
relevant to what they are currently trying to do. If the task involves a 
number of steps, the child, whilst concentrating on how to execute one, 
may forget about things he has already done. He may also lose his sense 
of 'direction' and, whilst working on a part of the task, lose sight of the 
whole problem. By drawing his attention back to what he did earlier 
and reminding him of what the ultimate goal is, we help to maintain his 
'place' in the task and prevent him from total submersion in his 
immediate activity. When the child performs some activity that takes 
him closer to success, he may not recognize the significance of what he 
has done, particularly if he has lost sight of the overall goal. Here, praise 
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and reassurance confirm the relevance of what he has done and act as 
a signal that he should move on. 

Looked at in this way, many of the seemingly simple and even trivial 
things that the more mature do as they help children in everyday 
activities take on an important significance. Pointing out, reminding, 
suggesting and praising all serve to orchestrate and structure the 
child's activities under the guidance of one who is more expert. By 
helping the child to structure his activities, we are helping him to 
perform things he cannot do alone until such time as he becomes 
familiar enough with the demands of the task at hand to develop local 
expertise and to try things alone. By breaking complex tasks down 
into manageable, smaller problems, we help the child to detect 
regularities and patterns in his activity that he is unlikely to discover 
alone. We are also providing living examples of the way in which more 
expert people go about the task of regulating and managing activity 
in conditions of high uncertainty. When we suggest, remind, prompt 
or whatever, we are providing insights into processes that usually take 
place 'in our head'. 

Vygotsky, as we have already seen, argues that such external and 
social activities are gradually internalized by the child as he comes to 
regulate his own intellectual activity. Such encounters are the source of 
experiences which eventually create the 'inner dialogues' that form the 
processes of mental self-regulation. Viewed in this way, learning is 
taking place on at least two levels: the child is learning about the task, 
developing 'local expertise'; and he is also learning how to structure his 
own learning and reasoning. Piagetians are likely to see direct instruc-
tion and attempts to help children who are not ready to do things alone 
as premature, misguided efforts that result in rote learning or the 
acquisition of empty, 'procedural' knowledge; but Vygotsky (and 
Bruner) see them as the 'raw material' of learning and development. In 
such encounters, the child is developing expertise and is inheriting 
culturally developed ways of thinking and learning. 

Vygotsky, as we have seen, coined the term 'zone of proximal 
development' to refer to these 'gaps' between unassisted and assisted 
competence. How can we determine whether or not instruction is 
sensitive to a child's zone of development? When does it make demands 
beyond his potential level of comprehension? How can we be sure that 
instruction does not underestimate his ability? 

Such questions motivated much of the early research into adult-child 
interaction in tutoring and learning situations. One of the first series of 
studies, undertaken by Wood, Bruner and colleagues, illustrates this 
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early phase (Wood, Bruner and Ross, 1976; Wood, Wood and 
Middleton, 1978). One of their investigations involved an analysis of 
the teaching techniques used by mothers with their three- to four-year-
old children. The task was designed to incorporate demands that, 
according to Piaget's theory, pre-operational children would not be 
able to master. The question addressed was whether, with help, pre-
school children could be taught how to do so. The task facing mother 
and child was to assemble a construction toy made up of twenty-one 
wooden blocks and an arrangement of pegs and holes to create a 
pyramid (see figure 4.3). To learn how to do the task alone, the child 
had to co-ordinate three different features of the wooden blocks (their 
size, type of peg or hole, and orientation of pieces) in order to fit them 
together. To complete the task, the child also had to pile levels into a 
size-ordered series. 

Children younger than about seven could not do the task without 
help (a finding which is in line with Piagetian theory). However, some 
children as young as three succeeded in doing it alone after they had 
been taught by their mothers. In an attempt to characterize what the 
adult did to support the child's learning, we coined the metaphor of 
'scaffolding' to describe their activities. Young children succeeded with 
help, where alone they failed, because the tutor performed a number of 
functions which kept the child on task whilst they learned. For example, 
tutors lured the child into task activity by a variety of tactics, such as 
showing them how pegs fitted into holes. They often simplified prob-
lems facing the child by helping them to select pieces, by showing them 
how to 're-view' objects by turning them around, and so on. By 
removing all but the pieces that the child was working on to one side, 
the tutors removed potential sources of distraction, leaving the child to 
concentrate on the next step. Where a child overlooked or ignored a 
feature that needed to be taken into account, the tutor could highlight 
it by pointing it out or naming it. By such seemingly simple tactics, 
tutors could keep the child involved in task activity long enough for 
them to figure out how to do it for themselves. 

Not all attempts at scaffolding succeeded, however. Some teaching 
strategies were more effective than others. For example, some tutors 
attempted first to show the child how to do the task before allowing 
them to have a go for themselves. This strategy over-loaded the child's 
powers of concentration and often led to complaints, to appeals to have 
a turn and attempts to leave the situation. Other tutoring strategies 
relied almost exclusively on verbal instructions such as 'put the little 
blocks on top of the big ones' which the child could not understand 
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without first being shown what actions such instructions entailed in 
practice. 

The approach to teaching which helped children to learn most about 
how to do the task involved two main 'rules'. First, when a child was 
struggling, the tutor immediately offered more help. Conversely, when, 
having been given help, the child succeeded, the tutor attempted to 
'fade' or to 'up the ante': they gave less help with the next steps until, 
eventually, the child was managing the task alone. We termed this 
aspect of tutoring 'contingent' instruction. Such contingent support 
helps to ensure that the child is never left alone when he is in difficulty, 
nor is he 'held back' by teaching that is too directive and intrusive. 

Throughout the 1970s and 1980s, investigations into patterns of 
interactions between parents and children in such 'contrived' encoun-
ters proliferated. These typically focused on tasks which a child could 
not perform alone and situations where adults (usually mothers) were 
asked to help their child to do such things as maths homework (Pratt 
et al, 1988), picture-book reading (DeLoache, 1984) and classifying 
objects (Rogoff, Ellis and Gardner, 1984) whilst an experimenter 
recorded their interactions. There have also been important extensions 
of the scaffolding concept to analyse the nature of individualized 
instruction in reading and writing which I will consider in a later 
chapter. 

The main limitations of this style of research were also etched out 
during this period. In everyday, naturalistic interactions between adults 
and young children, it is usually the child, rather than the adult, who 
initiates interactions and sets the shared agenda. For example, both 
Carew (1980) observing US homes and Wells ( 19 81 ) in the UK reported 
that more than 75 per cent of interactions in the home are child 
initiated. So, the issue of 'task induction', where the adult takes 
responsibility for maintaining the child's involvement in task-relevant 
activity, is less of an issue in natural interactions than it is in ones 
contrived for experimental purposes. In everyday life, children are often 
in social contact with more than a single adult. Both mothers and 
fathers, as well as siblings, grandparents and other significant figures, 
may be involved in frequent interactions with the child. An emphasis on 
adult-child tutoring situations should not blind us to the fact that the 
child obviously learns through his contacts with more than one adult 
and also learns through watching and listening to interactions between 
other people (a topic taken up in chapter 6). 

The early research into scaffolding and similar notions was also 
concentrated on Euro-American cultures. In other societies, adult-
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child interaction may be relatively infrequent and older siblings or a 
child's peer group may be important agents of socialization. Similarly, 
styles of interaction found in cultures vary in ways that reflect values 
and attitudes towards child development. The practice of questioning 
children, for instance, varies from society to society (Heath (1982), 
cited in Rogoff, 1990). 

In an extensive review of this 'generation' of research, Rogoff (1990) 
suggests adopting 'guided participation' as a more inclusive concept 
than terms like 'scaffolding'. 

In the concept of guided participation, I mean to include not just parent 
- child relationships, but also the other social relationships inherent in 
families and communities, such as those involving children, parents, 
teachers, classmates and neighbors, organized not as dyads but as rich 
configurations of mutual involvement... In guided participation, chil-
dren are involved with multiple companions and caregivers in organized, 
flexible webs of relationships that focus on shared cultural activities . . . 
[which] provides children with opportunities to participate in diverse 
roles' (pp. 97-8). 

Despite the proliferation of different ways of conceptualizing adult 
-child interaction, Rogoff suggests that guided participation does 
exhibit a number of general characteristics: 

(1) Tutors serve to provide a bridge between a learner's existing 
knowledge and skills and the demands of the new task. Left alone, a 
novice might not appreciate the relations between what the task 
demands and what they already know or can do that is relevant and, 
hence, fail where, with help, they can succeed. 

(2) By providing instructions and help in the context of the learner's 
activity, tutors provide a structure to support their tutee's problem-
solving. For example, while focused on their immediate actions, 
learners, left alone, might lose sight of the overall goal of the activity. 
A tutor can offer timely reminders. 

(3 ) Although the learner is involved in what is initially, for them, 'out 
of reach' problem-solving, guided participation ensures that they play 
an active role in learning and that they contribute to the successful 
solution of problems. 

(4) Effective guidance involves the transfer of responsibility from 
tutor to learner. 
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Not all guided participation involves deliberate or explicit attempts 
to teach and learn. Interactions with the four characteristics just listed 
may occur when, for example, children set out to 'help' their parents, 
or as they participate in everyday activities or in playful encounters with 
siblings and peers. 

Learning and instruction as shared information 
processing 

Although theory and research into the social construction of knowledge 
and skill has generated a number of different theoretical perspectives, 
they all share a common emphasis on the role of interactions between 
the developing child and significant others in everyday life. What 
remains obscure and controversial, as I have already said, is the nature 
of what it is that children learn, internalize or 'appropriate' in the course 
of such encounters. As we shall see in chapter 8, some situated action 
theorists go so far as to suggest that we should dispense with such 
'cognitive' notions altogether. 

Here, however, I want to consider proposals about what it is that gets 
learned during the course of tutor-assisted learning, which come from 
a very different tradition: learning theory and cognitive science. This 
begins a discussion of the value of modern learning theory as a 
framework for understanding how children think and learn that will be 
extended and developed in later chapters. 

This is one of those areas, mentioned in chapter 2, in which a growing 
convergence of interest between developmental psychology and infor-
mation-processing theories of adult cognition is taking place. As I also 
promised, this makes for some intellectual hardships since it is neces-
sary to consider yet more theories, concepts and terms to be able to get 
some grasp of what is emerging as a new field of research: developmen-
tal cognitive science. 

The most explicit theory of learning under instruction has been 
formulated by John Anderson and his colleagues (e.g. Anderson, 1993). 
Though coming from a different theoretical direction from that which 
stimulated research into adult-child interaction, this theory has, in fact, 
converged on principles of instruction which echo those suggested by 
such research in face-to-face tutoring. 

Anderson's theory of human learning is expressed as a computer 
model or 'cognitive architecture'. He and his colleagues have used the 
theory to design, build and evaluate computer-based tutors called 
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Intelligent Tutoring Systems or ITS. Before discussing these, however, 
I have to say a little about some of the theoretical concepts on which 
these are based. 

Rules of the mind 

In the study of scaffolding outlined above, I cited an example where 
young children failed to learn how to perform a task if they were simply 
told what to do. Instructions such as 'put the little blocks on top of the 
big ones' lack meaning for the young child until this has been negotiated 
in interaction with the tutor. In Anderson's terminology, such a child 
does not possess knowledge of the procedural meaning of such 'declara-
tive' instructions. Learning, for Anderson, involves discovering rules 
which relate declarative knowledge (e.g. verbal instructions, pictures, 
diagrams, mathematical symbols) to procedures in the service of goals. 
Such rules are called productions (they are also sometimes referred to 
as situation-action rules). 

Perhaps some examples will help to clarify these ideas. In figure 4.7, 
a number of production rules are illustrated. These describe or 'model' 
how children at different ages understand how a simple beam balance 
works. 

Model I expresses what a typical five-year-old knows. It is a theory 
of the child's understanding expressed as a set of production rules. 
These specify what a child will think and do as a consequence of what 
he sees. Thus, the THEN part of production rule PI expresses what our 
five-year-old thinks will happen IF they put the same weight on each 
side of the balance. The second rule specifies what they think will occur 
IF they see a situation in which one side of the balance has more weights 
on it than the other. 

Our typical five-year-old does not take any notice of how far any 
weights are from the centre or fulcrum of the balance beam. So, there 
are no rules in which distance serves as part of the condition for an 
action. The child has yet to appreciate the fact that judgements about 
distance (declarative knowledge based on perception of the task) must 
be taken into account to construct the conditions which rule how the 
beam balance works. 

Model II, which represents what the average nine-year-old has 
learned, contains an additional rule which acknowledges that distance 
is important. Our nine-year-old recognizes that IF they put the same 
weight on each side and they place one further away from the fulcrum, 
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Age 5 

Age 
13-17 

Model I 
PI: IF same weight on each side THEN 

the beam is balanced 

P2: IF any side has more weight THEN 
that side of the beam goes down 

Model II 
P3: IF same weight on each side and I . g 

one side has more distance THEN 
the side with more distance goes down 

Model III 
P4: IF side X has more weight BUT that same side X 

has less distance THEN muddle through 

P5: IF side X has more weight AND that same side X 
has more distance THEN side X goes down 

Model IV 
P4: IF side X has more weight BUT that same side X 

has less distance THEN get the torques 

P5: IF side X has more weight AND that same side X 
has more distance THEN side X goes down 

P6: IF same torque on each side THEN 
the beam is balanced 

P7: IF any side X has more torque THEN 
that side X goes down 

After Siegler and Klahr (1978) 

Figure 4.7 Levels of understanding for the balance beam expressed as 
production rules 

THEN the side on which the weight is further away will go down. In 
circumstances where both weights and distance are different, the child 
might fall back on production rules 1 and 2, or simply guess. 

Model III contains two additional rules which represent what most 
thirteen- to seventeen-year-olds learn. Model IV represents the 'correct' 
understanding of the forces involved. 

In principle, it is possible to analyse and represent any procedural 
knowledge in terms of sets of production rules. Anderson and his group, 
for example, have produced complex rule systems to model knowledge 
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in areas such as school geometry and computer programming. An 
expert has rules to fit all situations. In problem-solving, they recognize 
what actions need to be taken in response to any conditions they are 
likely to meet. Like chess Grand Masters or expert mathematicians, 
they can encode situations quickly and accurately and these serve to 
'fire' the relevant production rules. A novice, on the other hand, may 
not recognize the conditions which demand action (like the five-year-
old who ignores distance on the beam balance) or may know some rules 
which sometimes, but not always, give correct answers (like those 
shown in Model II) or which lead to errors of overgeneralization. 

Now, suppose we wanted to try to help a child who knows rules 1 and 
2 to progress to Model II. We would need to draw the child's attention 
to and highlight the dimension that they are currently ignoring (i.e. 
distance). We might, for instance, select a series of problem situations 
in which weight was held constant whilst distance was changed, thus 
encouraging the child to attend to distance and, hence, to start learning 
new rules, like P3, in which both dimensions are taken into account. 

Intelligent Tutoring Systems (ITS) 
Production rules of the kind just illustrated can be programmed into a 
computer and used as a basis for a teaching machine. The machine is 
programmed with a set of rules that are to be taught (called the 'ideal 
student model'). By setting the learner problems, the ITS can discover 
which rules the learner already knows and those they do not yet know 
by comparing their performance with that of the student model. This 
reveals 'gaps' in their knowledge or rules which are wrong or only 
partially correct. Once the system identifies inaccurate rules or rules 
that the learner does not yet know, these help to create tutorial goals for 
the ITS. It selects problems to give to the learner which demand use of 
the rules in question, and it supports them in learning those rules. In this 
way, the system can create a tutorial programme which is individually 
tailored to the needs of each learner. 

Principles of instruction 
We have known for a long time that individual teaching by an expert 
human tutor leads to faster learning and better performance on 
academic tests than classroom teaching in groups. Anderson argues 
that research into the use and effects of ITS helps to explain why this 
is the case. 



106 Learning how to think and learn 

One of the central features of an ITS, like face-to-face tutoring, is that 
it can provide individualized instruction contingently in the context of 
a learner's real-time activity. In Anderson's terms, it honours the 
principle ( 1 ) provide instruction in the problem-solving context. 

In group teaching situations where pupils might, say, be talked 
through a maths problem or see a demonstration proof worked out on 
a blackboard, this principle is not met. When the pupils are asked to 
work on problems themselves, they not only have to recall the teacher's 
advice, but also to recognize the specific problem contexts to which it 
relates. In face-to-face teaching, however, the timing of any help or hint 
can be offered by the tutor at relevant junctures, i.e. contingently. Here 
the expert, not the novice, takes responsibility for relating any help 
given to the contexts to which that help applies. 

With individual support, the learner can be saved from spending time 
and prevented from losing motivation by expending large amounts of 
effort in confused and fruitless activity. To avoid such confusion, the 
theory advocates (2) immediate response to learner errors. Within the 
theory, nothing is learned from errors; they only waste time. Thus, the 
tutor should provide contexts in which the incidence of errors is 
minimized (e.g. by not setting problems that involve too many produc-
tions that the pupil does not yet know) and should give immediate 
feedback on errors when they happen to occur. 

Since learners have a limited working memory capacity, they may 
overlook important features of the task at hand or lose sight of what 
they are trying to achieve. The system can support learning by (3) 
providing reminders of the learning goal. It can also remind the learner 
about what they have already achieved, helping them to focus their 
efforts on what remains to be done. Opportunities for such individual-
ized support are minimal in large group teaching contexts. 

Initially, with a learner who understands little of the lesson at hand 
(i.e. knows few relevant rules) the tutor may have to step in frequently 
to show the learner what to do. However, the overall aim of teaching 
is (4) to support successive approximations to competent performance. 
An effective tutor does as little of the task at hand as possible, leaving 
the learner with the responsibility for performing as much as possible 
for himself. The tutor only provides support for those aspects of the task 
that the learner cannot currently handle. Consequently, the learner and 
tutor, together, always solve any problems encountered, but the 
balance of responsibility passes from the tutor to the learner as new 
rules are acquired. As the learner learns, the system fades and eventually 
becomes silent. 
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Anderson's evaluations of his tutoring systems (in maths teaching, 
for example) show that pupils progress significantly faster than those 
taught in classroom groups. 

A return to behaviourism? 
As Anderson acknowledges, his theory has a strong behaviourist 
flavour. It is not, however, synonymous with S-R theory. In the first 
place, whilst behaviourism rests on a rejection of mentalistic concepts, 
Anderson's theory makes very explicit claims about what goes on in our 
minds as we think and learn. His analysis of knowledge into systems of 
production rules, and his characterization of learning as the acquisition 
of new productions, are not motivated simply by a desire to produce 
computer-based models. Rather, he argues that they are theoretical 
constructs which explain what happens in human cognition. Produc-
tions are offered as 'rules of the mind'. 

Production system models (Anderson's is but one of a family) have 
been successful in producing computer simulations which mimic many 
aspects of human cognition. They provide explanations for a range of 
phenomena, such as the effects of practice on learning and memory. Of 
particular importance to our concerns here, however, is recent work 
which provides a new perspective on the role of language and 'inner 
dialogue' in intellectual activity. 

VanLehn, Jones and Chi (1991) have constructed computer models 
which simulate differences in problem-solving by (relative) experts and 
novices. When experts are asked to explain how they solve problems, 
they are usually able to give clear and intelligible accounts of what they 
are doing. Their accounts demonstrate evidence of a search for under-
lying principles, planning, self-monitoring and self-correction. In other 
words, they show effective and efficient self-regulation. This is termed 
the 'self-explanation effect'. Novices, as one might expect, do not. They 
find it hard to describe or explain what they are trying to do. Chi and 
VanLehn constructed production system models of expert problem-
solving in which they modelled both task knowledge (i.e. sets of rules 
which specify what to do in response to specific conditions) and rules 
which simulate self-explanation. Their model was designed in such a 
way that they could 'switch off the sets of rules which model self-
explanation. When they did so, they found that the model lost flexibility 
and some of its powers of generalization. This is important to us 
because it implies that when experts 'talk' themselves through problems 
- either aloud or 'in their heads' - they are able to solve problems that 
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they could not otherwise solve even though they know the actual rules 
or task knowledge needed to do so. Their 'inner dialogue' serves to 
make connections to, and draw analogies from, previous experience, 
which would not otherwise be possible. If this result proves to be a 
general one, as VanLehn and Chi acknowledge, then it provides strong 
evidence in support of Vygotsky's views on the role of language in self-
regulation. Language is not simply what we think about but part of the 
thinking process itself. 

I will return to this issue in later chapters where we consider in more 
detail issues surrounding the complex topic of language and cognition. 

Learning and generalization: first thoughts on a 
thorny issue 

Piaget provided us with an explicit account of 'readiness for learning' 
based on the claim that how children learn and what they can 
understand is constrained by their stage of development. I have already 
explored evidence against the notion of stages in the last chapter. In the 
first part of the chapter, I explored the view, compatible with Vygotsky's 
theory, that children have to discover how to regulate their own 
activities in order to learn - a species of what used to be called 'learning 
how to learn'. I have also examined, albeit briefly, evidence which 
shows that differences in the abilities of adults and children can often 
be understood in terms of differences in experience and expertise, not 
variations due to stage of development or changes in intellectual 
capacity. 

Research in both developmental psychology and cognitive science 
has also revealed aspects of the process of one-to-one teaching and 
identified principles of instruction which are compatible with a theory 
of procedural learning. This research demonstrates that instruction can 
play a vital role in learning, as envisaged in Bruner's theory. There is 
also emerging evidence which helps us to understand the role of 
explanation in learning to which I will return in chapter 6. 

So, can we disregard those theories which argue that children not 
only learn but also undergo cognitive change with age that arises from 
development or maturation? I fear not. Let me end this chapter by 
exploring some reasons why such a conclusion is premature. 

First, as Halford argues, we do not have enough evidence either way 
to rule out the possibility that children's basic cognitive capacities 
change with age. Whilst he accepts that changes in knowledge and in 
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strategic self-regulation account for many observed differences in how 
adults and children think and learn, this does not warrant the conclu-
sion that there are no differences due to developmental change. For 
example, as we have seen, changes in speed of processing occur as a 
result of experience and underpin changes in expertise. However, speed 
of processing also changes with age. It is by no means certain that one 
phenomenon explains the other. By this I mean that change due both to 
experience and to development may be implicated in cognitive growth. 
Nature may imitate itself. 

The second reason for not yet ruling out developmental explanations 
will be explored in chapter 8. There I will go into some detail in 
describing various conceptual changes in children's understanding of 
number that take place during the period of schooling. Such 
discontinuities in conceptual development may eventually be explained 
by a theory of learning but there is, as yet, no convincing evidence that 
they can. Re-examine, for example, the production rules that I used in 
figure 4.7. The age gap between Models I and III (most of us don't get 
to IV) extends from around five to at least age 13. There is, as yet, no 
satisfactory explanation as to how changes between the different 
models come about. It is possible that learning theory can be extended 
to account for the changes indicated but, to the best of my knowledge, 
no such extension has yet been made. This example, coupled with more 
that I will consider later, leaves open the possibility that we will need 
a theory of conceptual change, not just learning, to explain the course 
of development. 

The third and final reason for not rejecting developmental accounts 
of cognitive growth also has to do with the scope of current models of 
learning and with their educational applications. I have already refered 
to the fact that both Piaget and Bruner were critical of purely procedural 
approaches to teaching on the grounds that children can learn how to 
perform such activities with little or no conceptual grasp of what they 
mean. The same criticisms have been levelled against models of instruc-
tion like Anderson's. Since we will need a number of concrete examples 
to explore this debate, it will be developed further in chapter 8. 



5 
Language and learning 

This chapter addresses a range oi difficult and controversial topics 
that revolve around competing views of the relationship between 
language, learning and educational achievement. You mighi find it 
hard going in places. I have already identified some of the theoretical 
issues surrounding theories of language and thought. 1 have asked, 
for example, if the problems that children face when we attempt to 
test their ability to reason logically stem, wholly or in parr, from 
misunderstandings created by problems of communication and 
language. Do children, as some students of development believe, 
have to develop special ways ot communicating and thinking in 
order to learn in school? If they do not learn, are their problems of 
an intellectual kind or do they arise from poor communication skill*? 
It so, where are the roots of such problems to be tound: in the home. 
or in school, or both? 

Children enter school speaking a range of different accents and 
dialects. These are often associated with variations in social back-
ground and parental occupation. As we shall see, some educational 
theorists believe that important and far-reaching effects on educa-
tional performance, result from variations in the way that children 
from different backgrounds use language. Opposed to such views is 
the argument that such linguistic variations need exert no direct 
effects, positive or negative, on children's ability to learn and think. 
Rather, the argument proceeds, any connection between variations 
in language and school performance arc caused by differences in the 
effectiveness of schools and teachers in their ability to reach and 
reach children from some social and ethnic backgrounds. Advocates 
of this second point of view have often appealed to linguistic theory 
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to support their case. Consequently, we must consider, albeit briefly 
and selecti\ely, ideas from linguistics thai are central to arguments 
about the basis of educational success and failure. The inclusion of 
this aspect of development contributes to the difficulty of some parts 
of rhis chapter. 

Bernstein's analysis: restricted codes and elaborated 
codes 

Churchill once suggested that Britain and America are two countries 
divided by a common language. Basil Bernstein, a less well-known 
student of the English-speaking peoples, went further. He argued that 
the people of Britain themselves are divided by language, at least in 
relation to educational achievement and vocational opportunity. Oth-
ers have argued that the same holds true of people in other societies. 

Bernstein, a sociologist, attempted to explain the well-known and 
widely documented relationship between children's school perform-
ance and their socio-economic background in terms of variations in the 
uses and forms of language found in different social classes (e.g. 
Bernstein, 1960, 1961, 1970). He argued that children from middle-
class homes are likely to be socialized, controlled and talked to in 
different ways from working-class children. These variations in lan-
guage lead children to different 'world views', aspirations, attitudes and 
aptitudes for learning and, eventually, to different levels of school 
performance. The vocational opportunities open to the two groups of 
children are constrained by their academic qualifications, so they tend 
to gravitate towards different forms of employment. Middle-class 
youngsters are likely to find themselves in white-collar managerial roles 
while the working-class child is probably destined to follow her parents 
into manual occupations. Thus, generations move in cycles through 
time. Social classes tend to perpetuate themselves by means of differ-
ences in language and child-rearing practices. 

Bernstein's views, first expressed in the 1960s, were met with both 
enthusiasm and hostility. On the one hand, his theory offered a degree 
of hope for those striving to create fairer schools and a more egalitarian 
society. His explanation for differences in school performance sug-
gested that they are a product of social experience, not attributable to 
biological differences in native intelligence - the explanation favoured 
by some students of human nature. If social class differences in school 
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performance did rest on problems associated with language and 
communication, then it might be possible to overcome them to ensure 
greater equality of opportunity and achievement. Perhaps the 'cycle of 
disadvantage' could be broken and hitherto self-perpetuating patterns 
of social class differences eradicated. His theory gave some educators 
grounds for hope and inspired enthusiasm. 

On the other hand, intentionally or not, Bernstein's thesis implied 
that the seeds and causes of educational success or failure were to be 
found in the home. Whilst education might provide a means to help 
children overcome disadvantage, the implication was that schooling for 
children from some social backgrounds was to contain an element of 
remediation and repair. Whilst denying variation in educability due to 
biological differences, his theory still implied explanation by 'deficit'. 
The roots of disadvantage were to be found, not in the genes, but in the 
family and local community. Herein were the sources of hostile 
reactions from some people. 

For reasons I will come to later, many linguists, sociologists and 
educationalists rejected Bernstein's apparent attempt to explain patterns 
of achievement in terms of factors located 'in' the child. There are, of 
course, audible differences in the accents and dialects that children bring 
into school. These reflect language variation across different regions and 
communities and are likely to identify a child's socio-economic back-
ground. Some ways of talking, revealed in pronunciation, vocabulary 
and the use of certain grammatical devices (such as 'Ain't got none'), 
announce regional and perhaps socio-economic origins. 

Bernstein's theory went beyond such surface differences in speech, 
however, to suggest more fundamental and far-reaching variations in 
the way language is used and structured in different social groups. He 
suggested, for example, that children from better-off homes, whose 
parents are likely to have had a relatively extensive education and hold 
white-collar jobs, are exposed to what he termed an 'elaborated code' 
of the English language. Working-class children, on the other hand, are 
more likely to experience and learn to use a 'restricted code'. These 
codes are supposedly revealed by a number of characteristic differences 
in ways of talking. 

A restricted code user is likely to frame what she says in such a way 
that her listener must be aware of or share her physical situation in order 
to understand what she means. The use of 'non-determinate' ways of 
referring to things (for example, 'this', 'that', 'those' and 'them') are 
typical of restricted code language. To understand what is being 
referred to, a listener must know what the speaker is thinking about, 
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looking at, touching or in some way indicating non-verbally. The 
elaborated code also uses such terms, but in such a way that the thing 
they refer to is first established verbally. For instance, if one heard 
something like 'John brought his new bike to school."Look at this", he 
said proudly' one might reasonably assume that 'this' refers back to (is 
a 'pro-form' for) the object 'bike'. The elaborated code user, the 
argument proceeds, speaks in such a way that her listener need not share 
her physical context in order to understand what she says. In this and 
other respects, elaborated code language is more similar to written text 
than is restricted code language. 

Because the elaborated code is more verbally specific, precise and less 
physically 'context dependent', it forms a much more effective mode of 
communication in situations where speakers cannot resort to non-
verbal communication or to common shared experience in order to 
make what they say mutually understandable. Since school teaching 
confronts children with speech that is often, even usually, independent 
of the immediate physical context, children who are fluent in elaborated 
code language will find communication and learning relatively easy in 
comparison to those whose major experiences of language are confined 
to a restricted code. Consequently, children from different social 
backgrounds come to school more or less prepared for the communi-
cative and linguistic demands they will encounter. This is one reason 
why a child from a middle-class background is likely to learn more 
readily in school than her working-class peers. 

There are many more facets to Bernstein's description of language 
codes than their different relationships to context and non-verbal 
communication, and I will consider some of these later. The important 
thing for the moment is to understand in general terms how the theory 
predicts that differences associated with accent and dialect coincide 
with more important differences in language use. These differences, in 
turn, arise from the linguistic and personal demands associated with 
different roles and occupations within society. 

Bernstein's theory and educational politics 

Although Bernstein's theory was developed to explain some of the 
differences in the educational achievement of British children, it was 
also embraced by educators and politicians in the USA, where it was 
extended to explain differences in the educational achievements of 
black and white children. There has been considerable controversy 
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about the extent to which Bernstein's ideas were misunderstood and 
exaggerated by educationalists who made use of them to explain 
educational inequalities. Beyond noting the fact that some people did 
seem to adopt a far more radical stance about the linguistic abilities of 
black children than his theory implies, however, we will not be 
concerned with the details of this argument. 

Bernstein's theory appeared at a time of Government affluence and 
public optimism in both the USA and the UK. In the United States, the 
poverty amongst many black Americans was a subject for heated 
political debate. Action through education seemed to some politicians 
the most direct way to tackle the problems of inequality and poverty. 
Similarly, in the United Kingdom, 'Educational Priority Areas' were 
identified and targeted for additional financial help and action designed 
to assist children from economically poor homes. 

The political will to act coincided with, and was no doubt partly 
shaped by, theories and findings emerging from several disciplines, 
sociology and psychology in particular. These suggested that differ-
ences in intelligence and educability were not innate but direct products 
of early social experiences. Poverty, it was claimed, depresses children's 
health, motivation, intelligence and language. Bernstein's views on 
language, coupled with psychological studies of intelligence (including 
Piaget's), provided a theoretical rationale and, perhaps, a stimulus for 
political action to wage a 'war on poverty'. 

In 1965, President Johnson announced the launch of 'Project Head 
Start' in the USA. This was a federally funded venture designed to 
provide educational opportunities for pre-school children from poor 
homes. It also financed improvements in medical, social and family 
support systems. Johnson was reported by Mohr (1965) in the New 
York Times as follows: 

5- and 6-year old children are inheritors of poverty's curse and not its 
creators . . . Unless we act, these children will pass it on to the next 
generation, like a family birthmark . . . We have taken up the challenge 
of poverty and we don't intend to lose generations of our children to this 
enemy of the human race . . . Before this summer, they were on the road 
to despair . . . But today . . . children who have never spoken learned to 
talk. Parents who were suspicious of school authorities came to see the 
centres and they stayed on to help the teachers. Teachers tried new 
approaches and learned new techniques. 

This speech was made less than three months after the Head Start 
programme had been initiated! The quote is important in the present 
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context because it betrays some of the attitudes and theories that shaped 
educational policy. Note the assertion that 'children who have never 
spoken learned to talk' (in three months?). The belief that many poor 
children, particularly black ones, were not only exposed to a different 
dialect but were in fact mute clearly went far beyond Bernstein's views 
on class and codes. Where did such an opinion come from? Well, there 
were a number of empirical studies which seemed to suggest that pre-
school black children could not talk or were able to understand and say 
very little. In 1966, Bereiter and Englemann, for example, concluded, 
on the basis of experimental investigations, that 

the speech of severely deprived children seems to consist not of distinct 
words, as does the speech of middle-class children of the same age, but 
rather of whole phrases or sentences that function like giant words . . . 
these 'giant word' units cannot be taken apart by the child and recom-
bined; they cannot be transformed from statements to questions, from 
imperatives to declaratives, and so on. Instead of saying 'He's a big dog', 
the deprived child says 'He bih daw' . . . Instead of saying 'That is a red 
truck', he says 'Da-re-truh'. . . the listener... may believe that the child 
is using words like it, is, if and in, when in fact he is using the same sound 
for all of them - something on the order of 'ih'. (Reported in Brown et 
al., 1984, p. 29) 

The Chomskian 'revolution' 

Such sweeping generalizations about the linguistic abilities of black 
American children and children from economically impoverished homes 
provoked many strong reactions. They were also totally at variance 
with what was, in the 1960s, fast becoming the dominant theory of 
language and its acquisition. This theory, developed by the American 
linguist Noam Chomsky (e.g. 1957, 1965), was destined to change 
radically and, I suspect, irrevocably our views on language and learning. 

From Chomsky's theory there came the argument that children are 
not taught to speak at all, nor, in any simple sense, do they learn 
language, by imitation, say. Rather, children acquire their mother 
tongue(s). Furthermore, although children obviously develop different 
accents and dialects depending upon the social group within which they 
live, there is no theoretical justification for the view that such differ-
ences are in any sense for 'better' or 'worse'. 

Why then did experimentalists conclude that some children are 
deprived of language; that they come to school mute or, at best, 
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inarticulate? Perhaps because such children did not want to talk to 
them. For example, black American children, when addressed by a 
white middle-class academic in formal laboratory settings, said little 
and appeared monosyllabic, but were found to be loquacious, witty and 
capable of rational argument when observed on their own territory in 
the local community. Labov (1969), who pioneered such observations, 
concluded that whilst their speech might sound different from that of 
white middle-class people, these children's command of language was 
no less articulate, rule-governed, complex or rational. Labov's argu-
ment, which he extended against Bernstein's thesis, was that the way in 
which people talk, and what they do or do not say to each other, is 
fundamentally affected by the social and institutional context in which 
they are observed. The 'register' of language used - say, by a black child 
talking to white middle-class representatives of authority - is a socio-
political phenomenon. In this last case, the child, he would argue, is well 
advised to say little and hold her peace. She is in a 'no win' situation in 
which anything she says and does is likely to appear 'wrong' or 
incompetent. However, in situations where the child feels relaxed and 
in control, her 'register' of speech changes to reveal her linguistic and 
intellectual competence. 

Extensions of this argument into the classroom lead to a very 
different interpretation of the relationships between language, learning 
and educational achievement from those entailed by theories of linguis-
tic deprivation. Before considering these, let me outline, briefly, some 
of the main elements of Chomsky's early theory of language and give 
some sense of the impact that his ideas had on the study of child 
language. We can then return to reconsider and extend our discussion 
of the relationships between language, learning, intelligence and school 
achievement. 

Our thinking about the nature of language and its acquisition, as I 
have already said, has been revolutionized since the formulation of 
Chomsky's theory, aspects of which were first published in the late 
1950s. Although, as a theoretical linguist, he was involved in a rather 
different quest from those that concern psychologists and educators, it 
soon became clear that his views on the nature of language could not 
be ignored by those who were interested in the study or cultivation of 
human abilities. 

Like Piaget, Chomsky rejected as inadequate those psychological 
theories of learning that had become prominent and dominant by the 
1960s. Both theorists argued that exclusive attention to the 'stimuli' 
that children experience and the 'responses' these evoke provides an 
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inadequate conceptual framework for the study or analysis of intellec-
tual abilities. Piaget, as we have seen, argued that children not only 
learn responses or actions but construct operations. Chomsky, theoriz-
ing about language, argued that language cannot profitably be viewed 
as vocal 'responses' to 'stimuli'. Rather, language involves a system of 
grammatical rules. These enable a user of language to generate novel 
utterances that they may never have heard or produced before. He 
argued that the study of language must concern itself with discovering 
the grammatical rules that we use when we speak and listen. What kinds 
of rules do children acquire when they discover how to understand and 
produce speech? How and when are these rules acquired? These were 
the kinds of questions that Chomsky's theory stimulated. 

Where Piagetians and Chomskians seem to differ radically is in their 
views on the relations between language and thought, and the way in 
which the development of one influences that of the other. Piaget's 
theory predicts that the use and understanding of language is con-
strained by stages of intellectual development. Chomsky, on the other 
hand, argued that language has a 'special structure' that involves 
systems of specifically linguistic rules that cannot be 'reduced' to 
cognition. More about this later. 

These extremely complex theoretical arguments about the nature of 
language and its development are of central importance to our discus-
sions of the relationships between language and learning. Though very 
academic and abstract in nature, they are of relevance to urgent 
educational arguments about the reasons why children from some 
social groups generally do less well in school than those from other 
backgrounds. The two theories also invite us to explore different 
explanations for the finding that children of different ages may appear 
more or less logical and able to learn things. For if language acquisition 
is partially or wholly independent of cognitive development, then it 
follows, as I have already argued, that children may fail to solve a 
problem being set by an adult or misunderstand something being taught 
or explained to them, not because they lack certain intellectual abilities, 
but because they don't understand what is being said to them. Further-
more, if language acquisition is a natural and largely automatic process, 
as some students of Chomsky have suggested, then it follows that 
differences in language, dialect and the like are unlikely to be primary 
causes of communication and learning problems, as linguistic 'deficit' 
theories imply. No language is more or less 'efficient' than any other. 
A child's ability to learn and understand should be quite independent 
of the particular language or dialect that he or she happens to speak. 
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Here, Piagetians and Chomskians are likely to be in agreement in 
their opposition to deficit theory, though for somewhat different 
reasons. 

It is not my intention to explore Chomskian theory in detail, but we 
do need to consider some of the arguments favouring the view that 
language acquisition cannot be explained either in terms of teaching 
and learning or by stages of cognitive development. 

Ambiguity and paraphrase: evidence of structure 
The relationships between an idea to be communicated and vocal 
sounds that we make in order to achieve communication are complex 
and rule-governed. The same idea can be expressed in many different 
ways. Even what may seem to be a description of a simple scene can be 
said in many different ways (e.g.'A cat sat on a mat by the bed', or 'By 
the bed was a mat that a cat was sitting on', and so on). So there is no 
single or direct relationship between a 'stimulus' (e.g. an object, event 
or happening) and the 'response' (a particular pattern of vocal move-
ments) that is made to represent or refer to it. The fact that paraphrase 
is a central and general feature of language demonstrates that the 
relationship between an intended meaning and the sounds used to 
express it are too complex to be explained in terms of learned connec-
tions between words and things. Rules are involved in both producing 
and analysing language. By the same token, the same string of words (a 
famous example is 'They were flying kites') may express several 
different meanings depending upon the interpretation put upon it or, in 
other terms, upon how the listener 'parses' the utterance. 'They' might 
refer to people involved in the activity of kite-flying or to kites in flight. 
Thus, the same sound, 'flying', may be understood as a verb or adjective 
respectively, depending upon the overall meaning put upon the utter-
ance. 

Paraphrase and ambiguity are two pervasive and universal features 
of speech that must be acknowledged and explained by any theory that 
promises to provide an adequate analysis of language. Learning theory, 
Chomsky argued, is incapable of accommodating such creative, 'gen-
erative' aspects of language. Any theory that sets out with the assump-
tion that the meaning of speech can be explained by patterns of 
associations between objects and sounds put together into a learned 
sequence (e.g. phrases, sentences) cannot, he argued, begin to provide 
a useful account of the nature of language. Such theories begin with an 
incorrect conceptualization of what language is. 
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A competent user of a language may produce an utterance that has 
never been spoken before and a competent listener is able to understand 
what is said. Any language enables its users to 'generate' a theoretically 
infinite number of (structured and rule-governed) utterances. Any 
number of sentences in this book, for instance, may never have been 
generated before, but a competent (and literate) user of English is able 
to understand their meaning (at least, I hope so). Such abilities also 
imply that language competence involves sets of rules. These rules are 
sensitive to the structure of language and enable us, for example, to 
understand which word or words in an utterance serve as the subject 
and the predicate, which act as verb and which as object. 

This is not to say, of course, that we are consciously aware of working 
out verbs, objects and the like when we communicate. We, like the child 
acquiring language, may not even understand what such terms mean. 
However, our natural language abilities enable us to analyse utterances 
into their grammatical constituents 'automatically' and unconsciously. 
Linguists, in this view, have invented terms like 'grammatical subject' 
to refer to and develop theories about the natural processes that make 
the production and analysis of language possible. 

Chomsky's theory thus puts generativity and creativity at the very 
heart of language ability and, as we shall see, at the heart of language 
development too. What the structural linguist attempts to do is to 
construct a working theory or 'model grammar' of a language which 
can produce and 'parse' (analyse) a potentially infinite number of 
utterances. This model grammar should only produce utterances that 
a native speaker of that language will accept as being 'well formed' 
(grammatical), and should not itself accept as grammatical an utterance 
that would not be accepted as such by a native speaker. To the extent 
that these conditions are met, the model represents a theory of what 
goes on in the human mind in the production and analysis of the 
grammar. 

Chomsky and many structural linguists (though not all) are not 
concerned with 'real' speech. By this, I mean that they are not studying 
things like the way in which people hesitate, pause, make false starts 
and correct themselves when they talk. Nor are they concerned with the 
way in which gestures, pointing and other non-verbal aspects of 
communication aid mutual understanding. There are many such fea-
tures of language performance that are not of direct interest to 
theoretical linguists who are trying to construct 'ideal models' of 
grammar. The different objectives being pursued by these linguists and 
by people who are interested in 'real life' discourse have led to many 
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arguments and misunderstandings. I will not be concerned with these 
in this book, but I think it is important to keep in mind the fact that 
Chomsky's quest is somewhat different from that of most educators. 
Put another way, whilst it is useful and informative to see how far 
theories of grammatical structure help us to understand everyday uses 
of language, we should not be too ready to criticize such theories for 
being inadequate to fulfil our needs. They are not intended to do so. 

Let us ask, then, what impact structural linguists have had on our 
knowledge of children's language development, keeping in mind the 
rather different nature of their goal and our current concerns. 

Language acquisition and the LAD 

Chomsky's analysis offered not only a dynamic new view of language 
but also changed attitudes towards and research into language acqui-
sition. His theory displaced the image of the child language 'learner' 
who develops language by being taught and reinforced, and substituted 
it with the theory of a language 'acquirer' who discovers and makes 
creative, generative use of rules from the very start of language 
development. These rules, even before language is 'fully' mastered, 
enable the child to produce and analyse a theoretically infinite number 
of utterances. Child language study was thus transformed into a search 
for the 'rules' that children acquire and involved attempts to write 'child 
grammars'. More about this later. 

In rejecting the theory that the capacity to learn how to speak and 
understand speech is in any sense taught, Chomsky leads us to a view 
of the language acquisition capacity that is rather like a 'mental organ' 
(Chomsky, 1980, p. 188). The way in which the eye and the nervous 
system respond to light of different wavelengths to produce the 
sensations of colour vision, for example, is a property of the way in 
which the visual system is structured. This sensory system is genetically 
determined and a fruit of evolution. Speech sounds stimulating the 
auditory nerves are 'processed' naturally to uncover (eventually) the 
rules by which that speech is structured. Although languages obviously 
differ in the word sounds they use and the grammatical rules they 
embody, Chomsky believed that they all share certain universal prop-
erties, which an innate system - what has been termed the Language 
Acquisition Device or LAD (McNeill, 1970) - has evolved to produce 
and acquire. The automatic workings of the LAD are such that a child 
'knows' that the speech signal is the product of another similar system 
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which generates sentences, words, and so on. Thus, the child does not 
have to 'learn' that speech is built out of words and sentences that 
possess components like subjects and predicates or verbs and objects. 
The LAD ensures that she perceives speech sounds in this way (though 
she still has to discover the specific rules underlying her 'host' language 
and learn the relations between words and the things to which they 
refer). 

In recent years, the phrase Language Acquisition Device has largely 
dropped out of academic discourse. However, Chomsky's insistence 
that language acquisition is an automatic affair realized by innate 
mechanisms has been accepted and developed by many other students 
of language (e.g. Pinker, 1989). One particularly influential theoretical 
extension of his line of thinking was that undertaken by Fodor, who 
could be called the 'father' of modern modularity theory, in his book 
The Modularity of Mind (1982). In this, he proposes a theory of mind 
which endows innate mechanisms and maturation with a central role 
in human psychology, as we saw in chapter 2. 

The perception of such things as human speech and human faces is, 
according to neo-nativist theory, a natural consequence of the way in 
which any normally functioning perceptual system works in everyday 
situations. Infants respond naturally and selectively to the human voice 
and to the human face. They do not need to learn that the speech sounds 
made by their mother and father belong to the same category and 
exhibit similar structural properties, nor do they need experience in 
order to discover the fact that different faces are examples of the same 
class of objects in the world. Their nervous system is 'hard wired' to 
extract the defining features of both. Recognition is part of their genetic 
endowment. Even for adults, according to Fodor, knowledge, experi-
ence and values cannot influence how they perceive the world. What 
they perceive is fully determined by the way in which the nervous system 
is structured and that structure is genetically determined. 

Of course, the perceiver might choose, say, to avert their eyes from 
something they do not wish to see or to avoid listening to a voice they 
do not wish to hear. But what they perceive once their sense organs 
(transducers in Fodor's terms) and the modules these serve receive 
stimulation is determined by the nature of the stimulus and the way in 
which modules process it. Thus, we have no control over the output 
from a module once it is stimulated. For Fodor, this demonstrates that 
the processing undertaken by a module is 'cognitively impenetrable'. 
Values, desires, knowledge and needs cannot influence how a module 
operates nor govern its output. And if this is true, then we don't need 
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learning (or, of course, teaching) to account for developmental change 
in relation either to language or to any other modular system. Other 
students of the mind, as we shall see, disagree and argue that the 
concepts of modularity and maturation are not sufficient to explain the 
facts of development. 

Meaning and 'structure dependency' 

In the 'flying kites' example already introduced, recall how the same 
word (flying) changed its grammatical category and hence its meaning 
according to the chosen meaning of the sentence as a whole. This is 
symptomatic of another universal feature of languages. Meaning 
involves much more than simply stringing words together: it is not 
simply the sum of word parts. Rather, the meaning of words themselves 
is constrained by the overall structure of the utterance in which they are 
embedded. Put another way, meaning is 'structure dependent'. This is 
one reason why a Chomskian view of language leads to the assertion 
that children are innately equipped to 'parse' utterances naturally into 
linguistic units. Only a system that is sensitive to such higher-order 
structures, the argument proceeds, could ever discover what speech 
means. 

In this way, Chomsky turns the behaviourist analysis on its head. 
Language development does not proceed from learning isolated words 
to the discovery of progressively longer word combinations. Instead, 
the child 'expects' to hear units of meaning which are structured by 
rules. Similarly, when the child produces her first words and word 
combinations, these should not be viewed as simple responses attached 
to isolated things but more like embryonic sentences. The child is 
communicating ideas, albeit, in the early stages, through single words. 
Any theory which holds that utterances are learned by building up or 
stringing together single word units cannot capture such structural, 
rule-governed features of language. 

Perhaps a final example will help to underline this point. Compare 
'Green ideas sleep furiously' with 'Furiously green sleep ideas'. Al-
though both strings of words are meaningless, are you prepared to 
accept that the first sounds more 'grammatical' than the latter? If so, it 
follows that knowledge of grammatical structure is independent of 
meaningfulness. We recognize grammatical structure itself even though 
we are not able to describe the rules that create such structures. We can 
recognize and use the rules but cannot articulate them. 



Language and learning 123 

Chomsky's theory has kept linguists and psycholinguists in business 
for many years and it has been used to make a number of predictions 
about language use and its development. 

Some examples of the early stages of language 
development 

Having read Chomsky, researchers were obviously going to look at 
children's speech to ask if it displayed any evidence of rule acquisition 
or use. Motivated by notions of an innate Language Acquisition Device 
of the sort Chomsky seemed to envisage, they searched for common 
patterns, structures and stages in the linguistic development of all 
children. If, as the theory implies, children do their own language 
acquisition, researchers were bound to ask if it follows that adult talk 
to children is largely irrelevant to their development. 

Given these concerns with the notion of 'innateness' and the rejection 
of teaching and learning in language acquisition, it is perhaps not 
surprising that the bulk of research into child language development 
has concentrated on the very early stages over the first three years of life. 
Many detailed observations have been made of children's first 'words' 
and their early word combinations ( Crystal, 1976; Pine and Martindale, 
1996). Basically, such attempts involve the formulation of rules that 
will 'predict' which categories of words children will put together and 
in what ways, and, at the same time, will never produce an utterance 
with a structure that they never utter. Although most of this work on 
early language development and child grammar is not directly relevant 
to our current educational concerns, some of the issues, findings and 
ideas that have emerged from it are. 

There seems to be general agreement that young children do acquire 
'rules' in learning to talk (although many would argue that these are not 
of the type predicted by Chomskian theory). One line of evidence for 
this assertion comes from the common finding that children often 
produce utterances that, though systematically related to their stage of 
language development, are extremely unlikely to be the result of 
imitating adult speech. For example, some children produce plural 
forms like 'mouses' and 'catses' even though earlier in life they may have 
used the correct forms,'mice' and 'cats'. Studies of the way in which 
children come to master the rules involved in creating plural forms 
illustrate a general phenomenon that recurs time and time again in 
language development right through to adolescence. Children pass 
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through a series of stages or phases as they encounter and master 
(learn?) how to use and understand many aspects of language structure. 
Let me outline the proposed stages involved. 

Language: discontinuity and change 

I have already said that children often use words like 'mice' and 'cats' 
appropriately before they begin to make 'errors' like 'mices'. In this 
early stage, children do not seem aware of the fact that plural forms like 
'cats', 'bats', 'bikes' are composed of two elements. Rather, they seem 
to treat all word-like sounds as though they are single elements of 
meaning (Gleitman and Wanner, 1982). Many words contain two or 
more 'morphemes' (i.e. units of meaning), like 'cat-s', 'walk-ing', 'un-
cover-ing' and so on. Some of these units (sometimes referred to as 'free 
morphemes') are free to stand alone, like 'cat', 'walk' and 'cover', but 
others (like '-s', 'un-' and '-ing') are bound to occur in combination with 
free morphemes (hence, so-called 'bound morphemes'). Children, 
though producing a few 'multi-morpheme' words at this stage, do not 
seem aware of the fact that these can be 'decomposed' to reveal two or 
more units. When they do discover the fact that such words can be 
broken down, they come to realize that prefixes like 'un-' and suffixes 
like '-s' and '-ing' have very specific meanings. Having, so to speak, 
'detached' such morphemes and discovered what they mean, the child 
proceeds to generalize the 'rules' for using them to produce words 
like'undress' and 'rats' but she may also combine them with other 
words to produce 'errors' of over-generalization. So she might add '-s' 
to 'mice' producing 'mices', 'un-' to 'wipe' producing 'unwipe', and '-
ed' to 'went' giving 'wented'. Although the child is unlikely ever to have 
heard such words, the fact that so many (though not necessarily all) 
children produce them at the same stage of development suggests 
strongly that they are inferring and generalizing rules. 

Stage 1, then, involves the limited use of a relatively small number of 
words in 'non-rule-governed' ways. Following the discovery of new 
features of speech (like a particular prefix or suffix) and their meaning, 
the child moves into a second stage which may be marked by errors of 
over-generalization. As the child discovers irregularities like 'mice' 
(which is already a plural form) and 'went' (which is already a 
'perfected' verb form), such errors disappear and the child moves on to 
a stage where a more mature understanding of the various linguistic 
rules involved is perfected. 
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This process is not nearly so 'automatic' an affair as some early 
students of Chomsky seem to suggest. It certainly implies that the child 
has to work on the problems involved in achieving mature understand-
ing of language and that learning is implicated (though not necessarily 
teaching - please read on). Though this form of learning (discovery of 
rules through problem-solving) is a very different affair from that 
implicated in 'response learning' theories, it is not, I suggest, very 
different from the learning processes described in the development of 
expertise. More about this later. 

I have suggested that this pattern of stages (limited, non-productive 
mastery of a few forms followed by the discovery of new linguistic 
features and possible 'errors' of generalization prior to mastery and 
perfection of mature rule systems) is a general and recurrent feature of 
language development. Later, I will discuss recent theoretical accounts 
of such patterns in development. First, however, I will illustrate the 
suggestion with a few examples. These take us back to the study of 
school children. 

Language learning: one process or many? 

For a time, some developmental psycholinguists (psychologists and/or 
linguists who study language development) were sufficiently impressed 
by the linguistic achievements of pre-school children to suggest that the 
acquisition of grammar is all but completed before children start formal 
schooling. However, while they are impressive, the pre-school child's 
achievements fall far short of mature linguistic competence. The 
development of communication skills and grammatical knowledge 
continues at least into adolescence. 

Because language is changing and developing over such a long period 
of time, it seems unreasonable to suppose that the process of language 
acquisition and/or language learning is a single, continuous one. It 
would be surprising if the processes involved in language development 
in children aged nine, say, were not to prove different in some important 
ways from those of children aged two. Establishing the nature of such 
differences and how they come about is not easy. But the issues involved 
are important. They will lead us, for example, to consider the impor-
tance of literacy as an influence on the development of 'clear speaking' 
and verbal reasoning. It has been suggested, for instance, that the ability 
to reason rationally about abstract phenomena is a direct product of 
literacy and the educational experiences that teach children how to read 



126 Language and learning 

fluently. Thus, the issue of language development (acquisition and/or 
learning) is intimately involved with a range of important educational 
questions concerning both the teaching and consequences of literacy. 

We have already met and discussed some of the evidence that points 
to changes in children's intellectual abilities between the ages of five and 
seven years. Now we examine other studies and observations which 
suggest that the same holds true of linguistic development. The nature 
of any discontinuities and the way in which they come about are a 
matter for debate. To what extent are developments after the age of five 
years attributable to school experience, say, or to changes in stage of 
intellectual development? Attempts to answer these questions will 
involve us in (at least) a three-cornered fight. Before entering battle, let 
us consider some of the changes in the child's understanding and use of 
language that occur during the first two to three years of schooling. 

Listening and talking 
Do children understand more than they can say? Put another way, are 
they able to comprehend utterances which they cannot form them-
selves? If they can, a number of things might follow. In the first place, 
it would imply that because a child cannot produce a particular type of 
utterance (for instance, a passive construction like 'The dog was 
scratched by the cat'), it does not necessarily follow that she will not 
understand it when she hears it spoken. If so, it may be important that 
we do not underestimate what children can be told and are able to grasp 
by assuming that they only understand language structures that they are 
able to say. More important, an ability to understand what they 
themselves cannot yet produce might provide children with a basis for 
the development of spoken language. Knowing what 'sounds right', a 
child is in a position to evaluate her own speech. She will know when 
she has said something that sounds 'odd', perhaps. If she is able to 
recognize whether or not what she is trying to say sounds right, she may 
not need anyone to tell her that some of the things she says are not 
linguistically well formed. She may school herself in the complexities of 
language use. This question is educationally interesting because it 
provides some measure of the importance of 'teaching' in language 
development. There are, in fact, several lines of evidence to support the 
view that children are able to understand more than they can say in this 
sense. Their receptive language ability (ability to listen and understand) 
is often in advance of their productive language (speech). Let me 
illustrate the argument. 
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I have already drawn attention to the fact that infants take some time 
to discover the fact that many words which sound like single units of 
meaning actually encapsulate more than one element. It seems unlikely 
that anyone in any simple or direct sense 'teaches' them this fact. Rather, 
what seems to happen is far more a matter of the child's biology, how the 
hearing system works, than a case for instruction. Studies of the sequence 
in which infants master different systems of prefixes and suffixes, for 
example, help to illustrate this claim. Consider the suffixes '-ing' and '-
ed'. These are used to 'mark' the fact that a particular activity (walk, 
watch) is in progress (walking, watching) or has been perfected (walked, 
watched). Children usually master the progressive form before they 
crack the perfective. Why? Is it because they find it easier to relate a sound 
('ing') to an ongoing event than they do to relate one ('ed') to an activity 
that has stopped and hence has to be remembered? Or does the answer 
lie in the way that adults talk to children? Perhaps we speak to infants 
more about events in progress than those that have been completed. If so, 
the order of acquisition would reflect frequency of exposure and might 
be an example of 'indirect' instruction. It seems, however, that the 
sequence of acquisition is not determined by the relati ve difficulty of the 
ideas involved in different verb forms, nor by frequency of exposure. 
Rather, because 'ing' is usually more acoustically stressed in speech 
than is 'ed', infants find it more salient. In other words, they become 
aware of the progressive use of verbs first and begin to use them in their 
own speech before they master the 'ed' form because the suffix involved 
is more 'audible'. Studies of language development in children acquir-
ing other languages (e.g. Serbo-Croatian and Turkish) offer further 
evidence for this conclusion (Gleitman and Wanner, 1982). 

On the basis of this evidence, one might conclude that infants acquire 
language 'naturally'. The fact that many children show a similar 
sequence of development which seems to rest on the way in which 
speech is structured (for example, where stress is found) is evidence 
favouring a Chomskian interpretation of language acquisition. Chil-
dren's acquisition of language is paced by the way in which they hear 
- a biological phenomenon that has little to do with instruction, 
informal or otherwise. 

Now let us consider some examples of language development in older 
children. When do children understand what the words 'this' and 'that' 
mean? Well, first consider how we might express the meaning of 'this' 
and 'that'. We might define 'here' as 'The region of space occupied by 
the current speaker ("I")' and 'there' as 'The region of space occupied 
by the current listener(s) ("you")'. Of course, when the speaker in a 
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conversational exchange 'hands over' to her listener, 'here' becomes 
'there' and 'there' becomes 'here'. Similarly, we might define 'this' as 'an 
object in the "here" of the current "I" and 'that' as 'an object in the 
"there" of the current "you". When T becomes 'you', 'this' becomes 
'that'. The use of such terms, of course, is not restricted to situations 
involving only two people. For example, if 'we' are talking about 'him', 
then 'there' may be where 'he' is along with 'that'. However, should 'he' 
start to address 'us' ('he' becoming T), then both 'this' and 'here' are 
where 'he' (who, recall, is currently T) is located. If 'we' are in the same 
room as 'him', then 'there' is likely to be a region of space nearer to 'him' 
than 'us', when one of 'us' is currently T, that is. However, should 'he' 
be talking to 'us' over the telephone, say, then 'this' may well be 
something far removed, since 'here', when 'he' is T, is likely to be at the 
other end of the phone - in another country, perhaps. 

Answering the question 'When do children understand 'here' and 
'there' or 'this' and 'that'?' is not easy. In some situations, understanding 
and the use of such words comes very early in life. For example, a three-
year-old says, 'Give me that' or Ί don't want to go there'. A father says 
to his infant daughter 'Come to me', and she complies. The pre-school 
child, in some contexts, seems both to understand and to use such words. 
However, when confronted with an experimenter across a table who says 
'Will you give me this pencil' (as opposed to one located near the child), 
some children aged five years are likely to offer the pencil located nearest 
to 'them', apparently assuming that 'this' is located near where they 
themselves are. Reliable understanding of 'this' and 'that' in such 
circumstances appears at around five to six years (Clark, 1978). 

On several occasions, I have drawn attention to similar discrepancies 
between the ages at which children use and understand utterances and 
solve problems in 'natural' everyday contexts as opposed to formal 
experimental situations. I have suggested that everyday interactions 
between adults and children are different in developmentally important 
ways from those in formal teaching and testing encounters. In everyday 
discourse, but not in such experiments, the situation shared by speakers 
and hearers provides several avenues for the achievement of mutual 
understanding. When we talk about 'this' and 'that' in spontaneous 
encounters, for example, we are likely to look at the thing being referred 
to. A child asked 'Will you give me that, please?' and presented with an 
outstretched hand, is likely to understand what 'that' is for a number 
of possible reasons. Non-verbal 'cues' to meaning plus the fact that she 
may, say, have something that does not belong to her, or which is in 
some way taboo, probably leave little room for doubt about what the 
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speaker is referring to. 'Will you hand me this, please' is a little more 
unusual. Perhaps the person making the request is unable to move for 
some reason or has their hands full. The utterance also seems to imply 
that some other objects (other possible 'thats') exist and 'this' is 
something closer to the speaker than any potential 'that'. It also 
suggests that 'this' is closer to the speaker than the child being asked to 
hand it over. Put another way, there is likely to be some interpretable 
explanation or reason for the speaker's request and there may well be 
other cues (nods, points, eye movements) which indicate what 'this' is. 

In the experimental situation, however, such reasons and cues are 
deliberately avoided to test the child's understanding of 'language' 
itself. The reason why children seem to understand the 'same' words in 
some situations but not in others is not, then, all that straightforward. 
I am suggesting, as I did in discussing tests of children's 'logic', that 
experimental encounters devoid of interpretable reasons or obvious 
justifications and which are stripped of many cues that normally make 
meaning and communication relatively 'transparent', confront young 
children with unusual demands. Although 'similar' forms of words are 
being used, the marked differences in available clues to meaning and the 
presence or absence of intelligible reasons for utterances show that such 
apparent similarities are misleading. Logical tasks, and utterances 
which look and sound 'identical', often differ in kind. 

Deixis: words that 'point' 

A psycholinguist, Eve Clark, has undertaken a range of experiments to 
investigate children's understanding of terms like 'here' and 'there','this' 
and 'that' and 'come' and 'go'. Such terms are referred to as 'deictic' 
forms. Deixis, from the Greek verb meaning'to point', refers to words 
and to non-verbal features of communication like nods and gestures, 
which serve to point to or in some way to identify people, times, places 
and objects in the course of discourse. Pronouns like T and 'you', for 
instance, unlike nouns, do not refer to members of specific categories of 
things like 'cat', 'dog' or 'chair'. Their meaning, who or what they refer 
to, is determined in use, so T might be defined as 'the current speaker' 
and 'you' as 'the current listener'. As we have seen, 'here' can be defined 
with reference to who is speaking. 'This' and 'that' 'point to' things that 
are 'here' or 'there', and so on. Clark's experimental studies reveal a 
developmental sequence that children pass through in mastering such 
terms (again, in formal contexts lacking many 'natural' clues to mean-
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Figure 5.1 Testing deictic contrasts: positions of the three animals, all facing 
each other, with one inside a specific location and the other two facing in 

ing). T and 'you' are mastered before 'here' and 'there', followed by 'this' 
and 'that'. 'Come' and 'go' come later. 'Come' in a given encounter might 
imply 'you cease being an object in the "there" of the current "you" and 
become an object closer to the 'here' of the current "I".' Alternatively, if 
T is talking about 'us' it might imply 'let "us" cease to be objects in the 
"here" of the current "we" to take up residence over "there".' Children's 
understanding of verbs like 'come' and 'go' and 'bring' and 'take' 
develops up to the age of about nine years. When we consider the 
complexity of some of the ways in which these verbs are used, we can see 
in a reasonably concrete way how the learning of language (I use the term 
deliberately) shades into verbal reasoning. 

By way of illustration, examine the task shown in figure 5.1. When 
eight-year-old children are asked to work out problems like 'The 
monkey says "Go into the garden". Which animal is he talking to?', few 
children below the age of eight years six months were likely to give 
'adult' answers. Although children are using the verb 'to go' quite early 
in life (e.g. 'Can I go out to play?'), their use and understanding of this 
and many other linguistic terms develops through into adolescence. 
While the 'same' verb is employed in many different circumstances, the 
nature of its meaning and the intellectual demands involved in working 
this out vary enormously from one context to another. This is why it is 
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difficult, if not impossible, to give a simple, general answer to questions 
like 'When do children understand the verb "to go"?' The answer 
depends upon the use to which the verb is being put and upon the 
situation in which communication is taking place. 

The evidence suggesting that language acquisition in infancy is 
strongly constrained by natural features of speech, such as acoustic 
stress, is persuasive. Infants, as many Chomskians have argued, seem 
to acquire their understanding of language 'naturally' without any 
teaching or instruction from the more mature. However, when we 
consider language development in later years, it becomes difficult if not 
impossible to disentangle language from reasoning and problem-
solving. Children have to think about and to work at language in order 
to fathom its meaning. What may seem at first sight to be an issue of 
language learning turns out on more detailed consideration to involve 
intellectual development generally. Learning how to put ideas into 
words (or print) and working out what others mean by what they say 
(and write) is not a single, continuous process but one that changes with 
age and, perhaps, stage of development. 

Teach yourself language? 

Clark's experimental studies illustrate and chart the long developmen-
tal history involved in children's acquisition and mastery of deictic uses 
of language. She also observes, however, that outside contrived experi-
mental situations, it is extremely difficult to detect any 'errors' in 
children's use of words like 'this', 'that', 'come' and 'go'. This observa-
tion raises some important issues. For example, if children do not make 
errors, or if any errors they make are hard to detect, it seems unlikely 
that they are 'taught' how to understand and use such linguistic devices 
by 'correction'. If adults trained in linguistics who have looked specifi-
cally for examples of children's errors in everyday talk cannot find 
them, it seems unlikely that parents are responsible for teaching their 
children about these aspects of language by correcting their speech. 

A similar conclusion emerges from the findings of Karmiloff-Smith 
( 1979), whose studies of children's use and understanding of determiners 
(e.g.'a' and 'the') I referred to in chapter 3. Let me say a little more about 
her findings. Some of her experiments involved young French-speaking 
children. The structure of the determiner system in French differs in some 
respects from that of English. For instance, reference to singular and 
plural objects in French involves not only the use of bound morphemes 
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Figure 5.2 The child is asked by El to tell E2 to put, say, all the child's lorries 
in the garage 

(e.g. '-s') to mark plurality (e.g. 'voiture', 'voitures') but also modifica-
tions to the determiner as well (e.g. 'la voiture', 'les voitures'). Indeed, as 
Karmiloff-Smith points out, the '-s' marker in French is often impossible 
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to 'hear', i.e. it is often non-articulated or unstressed, unlike its counter-
part in English (e.g. cat/cats). French children must, then, learn to use and 
understand plural determiners to make and comprehend distinctions 
between singular and plural references. 

As with English children's grasp of words like 'come' and 'go', young 
French children use and understand singular and plural determiners in 
everyday discourse without obvious problems. Yet they experience 
significant difficulties with them in experiments. Part of the explana-
tion for this now familiar (apparent) discrepancy between performance 
in natural and contrived interactions stems from the fact that words like 
'le' and 'les' have several related but different meanings in French 
depending upon the circumstances of their use. They are, in Karmiloff-
Smith's terms, 'pluri-functional'. For instance, four-year-old children 
face no problems in either saying or understanding the different 
meanings of expressions like 'Observez le chien' and 'Observez les 
chiens'. Pre-school children appreciate that the first makes reference to 
a single dog and the second to more than one. Compare this with the 
quite different though related meaning of 'les' when, in the experimen-
tal set-up illustrated in figure 5.2, the child is asked to tell another 
person that they must take all the cars shown and put them somewhere 
else (in the garage, say). In French, the expression 'Mettez au garage les 
voitures' would be a perfectly adequate instruction. 'Les', used in this 
context, does not simply mean 'more than one car' but all of the cars. 
Put another way, it refers not only to plurality but at the same time to 
totality, to the whole set of relevant objects (cars). 

The use of 'les' by French children to refer to plurality and totality 
simultaneously emerges at somewhere around eight years of age (again, 
in this type of situation). Younger children who have not yet mastered 
the dual function of 'les' manage to get their message across to their 
listener by saying things like 'toutes les voitures' ('all of the cars'). By 
'adding' words which to the mature French ear are 'redundant', the 
child manages to convey the appropriate meaning. Consequently, it 
cannot be the case that the child fails to grasp the communication needs 
of her listener, nor is it the case that she does not understand the concept 
of 'totality'. Her 'problem' is a linguistic one. 

When I discussed the infant's understanding of 'multi-morpheme' 
words like 'walking' and 'walked', I suggested that they pass through a 
stage when such words are understood as single elements of meaning. 
Karmiloff-Smith's studies suggest an analogous state of affairs in relation 
to words that serve several functions. Thus, French children below the 
age of eight understand and use 'les' to refer to two or more objects but 
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do not realize that in some circumstances it can serve two functions at the 
same time. Consider other examples. When children (still in the situation 
illustrated in figure 5.2) are asked to tell someone to place all the lorries 
in the garage, a child aged ten years eleven months said, Tous les camions 
. . . ou bien on peut dire les camions' which translates as, 'All the lorries 
. . . or you can say the lorries' (the child stressed the word 'les'). Faced 
with the same task, a child aged four years seven months said 'Mettez au 
garage les camions . . . les camions bleus, le camion rouge et les camions 
bleus' ('Put into the garage the lorries . . . the blue lorries, the red lorry 
and the blue lorries'). This child attempted to describe or list all the 
relevant objects. What he or she did not say, however, was where the 
lorries were to be found. The child also overlooked one of the red lorries 
(recall what was said about children's powers of attention in chapter 4). 
This child used 'les' to refer to 'more than one' but did not appreciate that 
the single expression 'les camions' can be used to refer to the total set of 
objects he or she was attempting to describe. 

A child aged five years two months managed to get the message across 
saying 'Tous mes camions, un camion rouge à moi, deux camions bleus 
à moi et tous vos camions, deux camions bleus à vous...' ('All my lorries, 
one red lorry of mine, two blue lorries of mine and all your lorries, two 
blue lorries of yours. . .'). Note how this child, by employing personal 
pronouns, conveyed information about the location of the objects being 
described. But, as with the plural form 'les', he or she adds 'tous' to mark 
the fact that all the lorries are implicated (although 'mes' alone would 
suffice for a mature speaker). The child then proceeds to list the groups 
of objects which make up the total set. Eventually, he or she will learn 
how to refer to this set using the 'simple' utterance, 'les camions'. 

I have gone into some detail about this experiment in an attempt to 
illustrate a number of important aspects of language development. In 
fact, there are at least eight points worth underlining, some of which we 
have already met in relation to other studies: 

1 Single, seemingly simple, grammatical morphemes serve more 
than one function. Thus, words like 'mine', say, may simply refer to an 
object or objects that one possesses ('my watch', 'my toys' etc.), or at 
one and the same time to totalities of objects, like 'my cars' or 'my 
vehicles'. In figure 5.2, for example, the word 'my' can serve both to 
specify which set of objects is being referred to and to signal the fact that 
all members of this set are involved. 

2 Children first employ such words for limited, uni-functional 
purposes and only after a considerable number of years do they acquire 
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the system of interrelated functions that these words also serve. Ten-
year-olds may still be grappling with the task of achieving clear, 
efficient and 'mature' ways of referring to things. 

3 The problems that children face in such situations cannot be 
explained in terms of an inadequate grasp of concepts to do with sets and 
subsets or by an insensitivity to their listeners' needs. The fact that 
children find other means of expressing their intended meaning some 
years before they master 'adult' conventions for making reference shows 
that they appreciate what they need to do. In such situations, develop-
ment consists in working out the linguistic means to achieve efficient 
communication of their intended meaning. Language acquisition, then, 
cannot be explained simply in terms of cognitive development, nor can 
communication problems be attributed entirely to a child's insensitivity 
to other people's communicative needs. Whilst cognition and communi-
cative competence do constrain what a child can understand and 
communicate, there are specifically linguistic problems that the child 
must also solve. It follows that we should be cautious when trying to 
explain a child's communication 'problems'. We cannot assume that all 
features of communication or every misunderstanding are a product of 
intellectual or social factors. Language development itself takes time and 
effort and may result in unexpected failures of mutual comprehension. 

4 Experimental studies of the kind I have been discussing help to 
reveal aspects of language use which present challenges for children. 
These are not made obvious in everyday talk. Such problems are not 
trivial, nor are they simple 'artefacts' of experiments. Children have to 
learn how to talk in certain ways in order to make sense of many tasks 
they will face in formal learning situations. I take this issue up in the next 
two chapters. 

5 So far as we can tell, children learn how to make themselves under-
stood without frequent 'error correction' by adults. Indeed, in everyday 
situations, errors may not often arise to be corrected. The young child's 
limited understanding of adult talk is not revealed by casual observation: 
its discovery may demand careful and detailed study of the child in 
'artificial' situations. If the child's linguistic limitations are not obvious 
to the naked ear, it seems highly unlikely that we would know what to 
teach the child in everyday interactions. Children do not often 'reveal' 
their limited grasp of language features that they have yet to master. 

6 Before children achieve mastery of mature ways of expressing 
themselves, they appear to pass through a stage or phase of self-
correction. I have provided a number of examples. The finding, so 
common, that children correct themselves yet seem seldom to be 
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corrected by others, suggests that they 'teach themselves' how to use 
and understand complex aspects of language structure. If social and 
educational experiences play any important role in helping children to 
teach themselves, that role must have little to do with overt correction 
or direct instruction. 

7 Children are usually taught how to read some years before the 
learning processes that we have been discussing have run their course. 
This raises a number of questions. First, do children face unrecognized 
language problems in learning to read and write because, while they 
seem to 'know' and understand things like determiners, pronouns and 
'deictic' words, they only use them for a limited range of purposes? 
Perhaps learning to read and write, like experiments and tests, con-
fronts children with novel intellectual, communicative and linguistic 
demands. How far does the experience of learning to read and write 
itself help children to discover and master aspects of their mother 
tongue? We will take up these issues in the next two chapters. 

8 Finally, Karmiloff-Smith notes how children who showed signs 
of self-correction often improved their performance in her experiments. 
Their instructions became more economical and 'mature' in form as 
they took part in tasks. 

Re-organization and representational re-description 

Karmiloff-Smith, a past student of Piaget's, has proposed a theory of 
linguistic and cognitive development in which such patterns of change 
are seen as evidence of discontinuity and re-organization in develop-
ment. As I said in chapter 2, the proposed discontinuities in develop-
ment are not seen by Karmiloff-Smith as evidence for global, stage-like 
changes in general intellectual functioning. Her view of cognition is 
more 'modular' in that, for example, some of the changes that occur in 
aspects of language function are specific to language, rather than 
symptoms of general changes in cognitive abilities. Unlike Fodor, 
however, Karmiloff-Smith argues that we need to go 'beyond' modularity 
to explain the facts of development. She agrees that there are innate 
mechanisms that underpin language acquisition and that the nervous 
system exhibits a natural capacity to extract regularities and patterns 
that are the basis of language structure. But, she argues, there is more 
to development than the modularity thesis allows. 

Her theory offers an integration of the various changes with age in 
children's use of language that we have been exploring. It seeks to 
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explain why, for instance, we often find examples in development 
where young children use words like 'feet' in a way that resembles (but 
is not the same as) mature usage only to produce 'footses' some time 
later in life before they return to using 'feet' again. As I have already 
argued, the child's first use of words like 'feet' is symptomatic of a very 
different command of language from that implicated in the use of the 
'same' word later in development. Such early uses of the word occur 
before children have reflected upon and analysed the processes used in 
their language to mark features such as plurality. The period of time 
during which a child shows over-generalization of rules involving the 
use of markers of plurality is taken as evidence of the fact that they are 
becoming aware of how the 'one-many', or singular- plural, distinction 
is used in language and figuring out how to use linguistic rules or 
conventions to make their own meaning clear when they communicate. 
Once they have worked out the intricacies of the rule system, then such 
over-generalizations disappear. 

Karmiloff-Smith argues that such phenomena are common in both 
linguistic and cognitive development and serve as indicators of concep-
tual change and re-organization - what she terms representational re-
description theory. 

The same theoretical model is also used to explain what happens as 
children move from uni-functional to pluri-functional uses of terms like 
'les', 'mine' and 'yours'. Here phenomena such as the children's use of 
'redundant' linguistic markers (as in 'toutes les voitures' met earlier) 
signals the fact that they are beginning to work out how to use language 
to serve several purposes within a single utterance. Before this stage, 
children may use single words like 'les' as do children who have figured 
out how to use the same word pluri-f unctionally. But the use of that word 
at the two different ages and stages is embedded in a different knowledge 
of language. Here too, Karmiloff-Smith argues, we must accept that the 
child's language is mentally re-represented in order to make possible the 
discovery of the 'higher order' structures in which initially separate or 
distinct uses of the same sound in different contexts can be integrated. 

Evidence of re-description and re-organization is symptomatic of the 
fact that conceptual change is a universal feature of human cognition. 
As I have said, because Karmiloff-Smith's approach is more 'modular' 
than Piaget's, evidence of re-organization is not taken as an indicator 
of stage changes in his sense. However, because she shares Piaget's 
views that language and cognition clearly do interact in development 
and the child's conscious reflections on language play a central role in 
her account, she also goes 'beyond modularity'. 
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Educability: some first thoughts 

The concept of early linguistic deprivation and the explanation for the 
connection between school achievement and social background that it 
offered have not withstood the test of time and observation. So the view, 
echoed in President Johnson's speech quoted earlier, that children are 
'taught' how to speak, and the related assertion that some fail to learn 
how to talk at home because they do not receive appropriate instruc-
tion, seem untenable. Children may come to school speaking different 
dialects or regional accents but such linguistic variations are not to be 
taken as evidence that some exhibit 'defective' language. Yet, the fact 
remains that social background and, as we see in the next chapter, 
communication skills, are still reliable predictors of a child's likely 
performance in school. If we reject a linguistic explanation for these 
relations, we must seek out others. 

In fact, a number of alternative accounts have been offered as 
explanations. One, for example, places the responsibility for differ-
ences in children's levels of performance at the door of educationalists 
and their attitudes. Teachers, the argument proceeds, perceive children 
who do not talk using 'received pronunciation' and the 'standard' form 
of their language as less able or less well motivated than children whose 
talk corresponds more closely to that of the currently 'dominant' 
dialect. Making (perhaps implicit or unconscious) judgements about 
children's educational potential on the basis of how they talk, teachers 
set up self-fulfilling prophecies which lead to differences in levels of 
achievement. Crudely, because teachers expect less of children from 
some social backgrounds, these children are taught and learn less. 

The view that teacher expectations influence the way in which they 
teach and the amount that children learn is often supported by appeals 
to studies performed some years ago by Rosenthal and Jacobson 
(1968). The basic design of these studies is as follows: teachers are told 
that they are to instruct groups of children who are either very able or 
somewhat slow. In reality, however, the groups of children involved are 
'matched' on the basis of assessments of their learning abilities. Thus, 
while teachers are led to believe that they are to teach either able or less 
able pupils, they are actually given classes of similar levels of (estimated) 
ability. The performance of the two groups of children are monitored 
over time to see if their achievements differ. 

The first studies of this type suggested that children whose teachers 
had been led to believe that they were relatively able learned more than 
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those labelled less able. So the conclusion was drawn that teacher 
perceptions and expectations exert a direct, causal influence on how 
much children learn in school. Add to such conclusions the theory that 
teachers view some children as less able because of the way in which 
they talk, and an alternative explanation for the effects of social 
background on educational performance emerges: one based on teach-
ers' differential expectations (or prejudices). 

Early attempts to reproduce this so-called 'Rosenthal effect' failed to 
produce the same results (Pilling and Pringle, 1978) and controversy 
about the nature and effects of teacher expectations on performance 
still persists. Whilst it may still prove to be the case that teachers do have 
expectations of children that are based on social stereotypes and that 
these do lead to the achievement of self-fulfilling prophecies, the 
evidence to date is not compelling. 

Among other explanations given to account for the effect of social 
background and language variation on educational performance is the 
view that different social groupings within modern societies have 
different values, attitudes and aspirations. Children from different 
backgrounds are socialized into, come to embody, and carry into 
schools different world views, to find that they coincide to a greater or 
less extent with those implicit in the value systems of formal education. 
To the extent that the values of home and school do coincide, children 
are likely to fare well. Where there are marked discrepancies between 
the two systems, however, children may become confused, bored or 
antagonistic. Such analyses lead on to a radically different perspective 
on 'relevance' in education from those we have explored so far. They 
ask educators to examine their own values and their own views on what 
education is for and to measure these against those held by children and 
their families. 

Another possible line of explanation seeks its power in terms of 
the quality and ease of communication between teachers and children 
from different backgrounds. Where children share a dialect with 
their teachers, communication between them is likely to be relatively 
easy, but where marked differences exist, the establishment and main-
tenance of rapport and mutual comprehension may be more difficult to 
achieve, thus inhibiting the transmission of knowledge and under-
standing. 

We will be exploring this and other points of view in the remaining 
chapters. Be forewarned, however, that the situation is more complex 
than the suggestion I have just outlined implies. We will find ourselves 
questioning the view that language in school is in any useful sense the 
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'same' for (some) children as that experienced at home or in the 
community. There are marked and important differences in the nature 
and purposes of communication at home and school and these result in 
children's exposure to new functions and structures of language that 
present challenges and special problems. While it may be true that some 
children are better prepared than others to meet and master these 
demands, it does not seem to be the case that children from some 
backgrounds experience continuity of linguistic experience when they 
go to school whilst others experience discontinuity. Rather, I suggest, 
it is a question of degree of continuity. 

Language development continues throughout the years of schooling. 
Children must learn new ways of communicating if they are to learn 
what it is schools seek to teach. By the same token, teachers also face 
special linguistic and communicative demands in school which require 
resources and expertise that are special to the process of education. 
Perhaps when we have explored some of what we know about the 
character of communicative development in the first years of schooling, 
we will be in a better position to discuss and evaluate competing claims 
about the relationship between children's educability and their social 
backgrounds. 

Summary 

The experiments and observations I have just outlined represent only 
a tiny fraction of a vast literature on language development. However, 
the points I have just made are, I believe, consistent with the more 
general picture that has emerged from that literature. The assertion 
implicit in the quotation attributed to President Johnson, that children 
must be 'taught' how to speak, and that some children cannot talk 
because they have not been taught 'properly' if at all, is untenable. The 
allied notion that some dialects or Creoles only permit relatively 
inarticulate, ill-formed and non-grammatical communication must 
also be laid to rest. While differences in dialect and social background 
are demonstrably correlated with school achievement, we cannot, I 
suggest, explain the relationship in terms of early linguistic deprivation. 

Modularity theorists, following Chomsky, argue that children ac-
quire language naturally and that they are born with neurological 
equipment which enables them to appreciate and analyse the structure 
of speech. This point of view has proved difficult both to describe and 
to evaluate. The achievements of infants - their seemingly inborn 
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sensitivity to the human voice and the way in which they respond to 
features of speech such as acoustic stress and word-like elements in 
streams of speech sounds - are consistent with this general position. 

If learning how to understand and use speech rests on such natural 
capacities, can we conclude that the more mature, whether parents, 
older peers or teachers, play an important role in facilitating the child's 
mastery of language? If we accept that children are able to teach 
themselves, developing and correcting their own 'theories' about the 
structure of language, can we divest ourselves of all responsibility for 
the course of a child's linguistic development and achievements? I think 
not. As Peter Robinson (1981) has pointed out, accepting the now 
compelling findings that children generate, test and refine their own 
hypotheses about language and its working does not entail the complete 
abdication by the more mature of any teaching or enabling roles. Simply 
because the child is active, constructive and generative in his or her re-
creation of language (and knowledge generally) it does not follow that 
others cannot be more or less helpful and facilitative, or unhelpful and 
inhibiting, along the way. It is self-evident that children acquire the 
dialect(s) and the ways of talking and communicating to which they are 
exposed. Some students of child language seem to argue that mere 
'exposure' to a language is all that is needed for its acquisition. We have 
examined studies which demonstrate that young infants are naturally 
equipped to learn language and which imply that children perfect 
certain features of language without frequent exposure to external 
correction or instruction. But, I suggest, such evidence does not provide 
sufficient grounds for a general conclusion that inter-personal experi-
ences play no formative role in the development of language and 
communication. 

Teaching can be construed in many ways, and instruction by explicit 
correction is only one potential candidate for a theory of what it 
involves. In the next chapter, we look in more detail and from a different 
perspective at the nature of social and linguistic interaction to construct 
a somewhat different view of what teaching is. Bear in mind, though, 
that this or any other theory of what teaching entails will have to 
accommodate a view of the child learner as an active, constructive and 
generative architect of her own language and her own understanding. 

When I tried to characterize Chomsky's approach to the theoretical 
study of language, I pointed out that his aim was not to provide an 
account of how people use language. His is not a theory of communi-
cation but of an 'ideal' grammar. Some of the studies and experiments 
I have just outlined reveal the limitations of such a view when we try to 
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use it as a framework for achieving an understanding of language 
development (in passing, however, recall that this was never Chomsky's 
intention). The importance of intonation, gesture, and a shared situa-
tion in the achievement of mutual understanding (and, as we shall see 
in the next chapter, in the acquisition of language itself), were under-
lined by differences found in children's use and understanding of 
language in natural and contrived situations. Robbed of such important 
bases for the achievement of mutual understanding, children find 
incomprehensible a variety of tasks and utterances when these are 
encountered in unfamiliar experimental or test situations. Chomskian 
theory is designed to reveal and describe the general rules that are 
implicit in a language, and different utterances are compared and 
classified in terms of systems of these rules. However, utterances that 
are classified as 'similar' in structure for a linguist, because they are 
generated by the 'same' rules, may be quite different for a child (or an 
adult for that matter). Put another way, language, as an instrument of 
communication and an inter-personal activity, involves more than such 
hypothetical underlying grammatical rules. To understand the nature 
of language development and the way in which children achieve 
comprehension in the absence of important clues to meaning such as 
intonation, stress and situational cues, we need to look beyond 'gram-
mar'. 

The studies undertaken by Clark and Karmiloff-Smith help to 
illustrate the complex connections between language and reasoning. 
Some early followers of Chomsky seemed to argue that the acquisition 
of language was a rather rapid, almost automatic affair, that was largely 
completed in the pre-school years. As we have seen, the process is not 
particularly rapid, nor does it end before schooling. Piaget provided 
one of the first and most explicit accounts of the way in which the 
structure of the child's thinking constrains and paces her understanding 
and use of language. Several of the studies I have described in this 
chapter, and others I will discuss in the next two, point to important 
changes in the child's use and comprehension of various aspects of 
language that coincide with the advent of schooling at around age six 
or seven. Karmiloff-Smith, however, whilst accepting Piaget's insist-
ence on the interdependency of language and thought, provides several 
lines of evidence which show that learning language involves the child 
in the solution of problems that are specific to language. Five- and six-
year-old children often manage to communicate complex instructions 
some years before they have mastered the detailed structure of their 
language. The fact that they know how to get their message across 
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shows both that they understand the requirements of such tasks (are 
intellectually competent) and possess sufficient communicative com-
petence to make what they say intelligible to their listener, before they 
have reached mature levels of language comprehension and pro-
duction. Consequently, it cannot be the case that language learning 
rests only on non-verbal understanding. It presents many problems of 
its own, as studies of re-organizational processes in language develop-
ment show. 

From this, we can argue that language learning in the school years 
may be a source of problems, misunderstandings and apparent failures 
to learn. Oracy - a rather ungainly word used to refer to the expertise, 
skill and knowledge involved in effective verbal communication -
should, then, be an important part of the school curriculum (Norman, 
1992). Human nature may ensure that most children learn how to talk. 
Social experience and schooling, as we shall see, play a central role in 
determining both what they have to say and how they are able to 
express what they mean. 



Chapter 6 

Making sense 

We now move on lo look in more detail at the development of 
language and communication during the years of schooling. We look 
at research designed to identify the communicative demands that 
children face in school and to evaluate if. when and how children 
respond to these. We also studv explanation* as to why some 
children find it difficult to fulfil these demands and examine class-
room research which offers some suggestions about how schools 
might better serve such children. 

Non-verbal and verbal communication 

When children first start to speak, what they talk about is almost 
invariably prompted by that which currently fills their senses. Their 
first acts of speech are single words. Later comes a stage of two words, 
followed by a three-word stage, then four, until, around three years of 
age, the child begins to use simple sentences. Listened to out of context, 
much of what infants say in the early stages of language acquisition is 
ambiguous and difficult to comprehend - 'mummy sock', 'more train' 
or 'my teddy' might be given several interpretations. Indeed, attempts 
by linguists to discover a set of rules which would enable them to predict 
the structure of infant talk in the first stages of language development 
(that is, to write a 'grammar' for early language) have, to date, failed 
(Crystal, 1976). Put another way, we do not have any theory which 
provides a valid, formal account of what infants mean by what they say. 

And yet, for most of the time, parents and other people who are 
familiar with an infant seem to understand what he says. There may be 
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an element of guess-work involved. Perhaps we fool ourselves into 
thinking that we understand what young children mean. However, by 
paying attention to features of the situation and circumstances sur-
rounding infant talk, we can usually find additional clues, such as what 
they are looking at, their facial expression, tone of voice and bodily 
movements, to help us decide what they are trying to mean. Research 
over the past few years has revealed the complex nature of the 
relationship between grammatical aspects of speech and non-verbal 
'cues' to meaning, an aspect of what is sometimes termed 'body 
language'. This research helps us to understand the role of non-verbal 
communication in the achievement of mutual understanding, as we 
shall see. We will also consider the nature and function of what linguists 
call 'paralinguistic' features of speech. This term refers to things like 
voice intonation, pauses during speaking and the way in which stress 
is distributed over utterances. Although a detailed exploration of these 
topics lies outside our current concerns, non-verbal communication 
and paralinguistic aspects of speech are worth a brief look, since these 
will help us to understand some of the challenges that face children 
when they begin to talk to relative strangers in 'public' situations, like 
school. I will be arguing that the relationships between verbal, non-
verbal and paralinguistic dimensions of communication in school differ 
from those found on home ground. Language at school is not simply an 
extension of language used at home. It involves some rather 'special' 
and unique features with which young children (and their teachers) 
have to come to terms. 

People from some cultures - Italians, for instance - are more facially 
expressive, ready to move and freer with gestures when they talk than 
are members of other cultures (e.g. the British). Although many gestures 
and expressive movements of the face are culture-specific and often 
recognizably so (mentally compare, say, a Japanese and an Italian 
speaker), there are important aspects of non-verbal communication 
which, as far as we can tell, are universal. High-speed film techniques 
make it possible to examine bodily movements in great detail using 
frame-by-frame analysis. The results of such analyses can be compared 
with the sound track on the film to study the relations between speech 
and movement. Using such methods, students of 'kinesics' (a term used 
to refer to the analysis of movement) have discovered common features 
in the organization of talk and bodily movements displayed by mem-
bers of many different linguistic cultures (e.g. Condon, 1980). 

One finding is that when a gesture accompanies an act of spontane-
ous speech, its 'peak' (this is difficult to define non-technically but 
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perhaps you can imagine what I mean) tends to occur close in time to 
the stressed part of what is being said (think of someone saying Ί did 
nof and thumping a table at the same time). Now, the start of any such 
movement or gesture never occurs after the word that relates to it. It 
may occur at the same time or, more usually, precedes the word by 
about one-seventh of a second. The organization of the movements 
creating sounds and those creating gestures displays a tight temporal 
structure. This structure plays an important role in co-ordinating the 
act of communication. For example, if one compares the movements of 
a person speaking with those of someone listening to him, a remarkable 
degree of temporal synchronicity emerges. The listener appears to 
'shadow' the movements of the talker and usually responds to the 
speaker's movements with one of his or her own no later than 20 msec 
later (Kempton, 1980). What is so remarkable about this rapid syn-
chronization is the fact that no known response mechanism (for 
example, the speed at which we can react to a visual or auditory 
stimulus) is fast enough to make this feat possible. The only explanation 
(barring clairvoyance) is that the listener is anticipating where the 
speaker will make a movement before it actually commences. It is often 
the case that movements accompany those features of what is said that 
are likely to be stressed. In turn, stress signals where new and important 
information is to be conveyed. So the mutual timing of movements 
between listener and speaker imply that the listener is also anticipating 
the important parts of what the speaker is going to say. Synchronicity 
of movement and speech, then, is likely to play an important role in the 
achievement of mutual understanding. 

In a near-literal sense, the speaker and hearer seem to be 'in tune'. 
Indeed, List (1963) argues that people move together in everyday 
interactions, exploiting the same ability that allows them to dance or to 
sing together. Each of these activities is based on shared rhythmic 
abilities. Although no one as yet has discovered all the verbal and/or 
visual signals which enable this synchronization to take place, it seems 
certain that some such system must exist. It also seems to be the case that 
tiny babies respond to the temporal organization of speech and 
movement in similar ways. Such findings imply that the 'tuning in' of 
speakers and listeners is rooted in some shared biological rhythmic 
system. By this I do not mean to imply that movements and gestures are 
'mechanically' tied together. The precise form of a movement, its 
magnitude and duration, vary from speaker to speaker and from 
language culture to language culture. Nor do the movements of the 
listener usually imitate those of the speaker - they may be quite 
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different. What seems to be universal is the synchronization of mutual 
movement. 

From pre-verbal communication to speech 
But why is this of interest to us here? There are a number of reasons. 
Later in the book, I will discuss the way in which such, usually 
unconscious, aspects of non-verbal communication may serve to create 
distrust and discomfort when people from different ethnic or linguistic 
backgrounds communicate with each other. Differences in the form, 
manner and magnitude of bodily movements found across diverse 
human groups may lead to a degree of 'mis-timing' or mis-matching of 
expectations when members of different cultures interact. Given that 
people are not usually aware of the relations between their verbal and 
non-verbal movements (whilst these play an important role in mutual 
adjustment), members of different cultures or cultural groups may 
experience a diffuse, unlocatable sense of mutual discomfort when 
together. These and other features of the way in which we interact with 
each other may, I shall be arguing, provide obstacles to the mutual trust 
and relaxation which, as we shall see, lie at the heart of effective and 
efficient communication. 

Another reason for introducing the topic of non-verbal features of 
communication is to outline the important role they play in the 
achievement of mutual understanding between adults and young 
children. Let me give another example. Imagine an adult engaged in 
interaction with a four-month-old infant. At this age, infants are 
usually taking an active interest in events going on around them. They 
constantly move their heads, eyes and bodies (when supported) to 
orient towards and focus upon things and events in the environment. 
When they do so, it is likely that the adult will monitor where and what 
they are looking at, following their line of gaze and pattern of attention. 
If they speak to the baby, then more often than not it will be to talk 
about what he is looking at. They may say what it is, perhaps, or 
comment upon its behaviour or nature. More surprisingly, should the 
adult, looking into the infant's eyes, turn suddenly to look at something 
else, the infant may well turn to attend to what she is looking at (for 
more on this, see Butterworth and Cochran, 1980). How babies 
manage this feat and know where to turn their eyes we do not know. 
The important point for our present purposes, however, is the fact that 
many occasions are likely to arise on which infant and adult are 
attending to the same thing. What the adult says, therefore, is likely to 
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relate to what fills the infant's attention. They may put his perceived 
intentions into words, 'Do you want . . . ?', or they might warn, 
reassure, exclaim, comment, or whatever. In so doing, they are bringing 
together acts of communication with the infant's early investigations of 
the world about him, relating language to reality. 

Now add a few more elements to the story. Infants, from birth, are 
attracted and react to the sound of the human voice. By the age of two 
months, their babbling begins to take on some of the 'shape' of the 
language around them (Menyuk, 1971). Their intonation patterns, 
even at this age, demonstrate that they have begun to acquire aspects 
of the sound pattern of speech (sometimes termed 'prosodie' features, 
which we return to later). Paralleling these developments is the emer-
gence of distinctive reactions on the baby's part to different tones of 
voice. By eight months, for example, the infant's responses to a 
questioning intonation are visibly different from those to statements 
(Kaplan, 1969). Similarly, a sudden 'No!' addressed to an eight-month-
old may cause him to stop what he is doing. Consequently, when the 
infant begins his visual exploration of the world, he is already becoming 
sensitive to the 'mood music' supplied by human vocalizations. Such 
sounds enable an adult, say, to warn or reassure the baby about 
something he is looking at well before he begins to understand and use 
the words they are speaking. By making what they say and do 
contingent upon the infant's own attentions and activities, then, adults 
help to ensure communication before the advent of speech. Such 
communication also provides the baby with the means to discover what 
utterances (and their emotional effects) imply and, ultimately, to 
discover what speech sounds themselves refer to (Bruner, 1983). Verbal 
communication is deeply rooted in patterns of pre-verbal communica-
tion. Whilst words and longer utterances are destined to emerge from 
this matrix, they are never, as we shall see, totally divorced from it. 
Although the 'distance' or 'gap' between the social, emotional, non-
verbal and paralinguistic aspects of communication, on the one hand, 
and speech, on the other, may in some sense widen with development, 
the two never totally part company. 

The linguist may be hard put to write a grammar for an infant, but 
one who knows that child may experience little difficulty or confusion 
in understanding him because what he says is embedded in a rich, 
supporting communicative system. Non-verbal and paralinguistic di-
mensions of interaction, coupled with a personal knowledge of the 
child (e.g. knowing the things he knows, those he has never seen before 
and those that interest, attract or frighten him), enrich anything he 
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might say to enable others to work out what he (probably) intends to 
mean. In this way, more mature individuals take the major responsibil-
ity for working out what the young child intends to communicate. 
Attending to his attentions, gestures, facial expressions, bodily posture 
and so on, they interpret what the infant probably means by any sounds 
he makes. As the child develops and, literally, becomes more articulate, 
the balance of responsibility for the achievement of shared understand-
ing gradually shifts towards more equal partnership as the child plays 
an increasingly intelligible role in communication and takes greater 
responsibility for making what he says comprehensible. By three or four 
years of age, many children are able to talk to relative strangers with a 
reasonable chance of being understood. 

As I said at the beginning of this chapter, when infants are passing 
through the early stages of language acquisition, what they talk about 
is likely to be what fills their senses: what grasps their attention, 
reminds them of their past or provokes desires for the (immediate) 
future. Recordings of adult speech to infants in different countries 
suggest that what is said to infants in many different societies is very 
similar (although there are some cultures which adopt very different 
practices in communications with their infants). Not surprisingly, talk 
usually revolves around everyday events - what the parent is doing 
with the baby and what he may be feeling or thinking. Talk to young 
children tends to be stimulated by and contingent upon the child's 
perceived level of understanding and interest. At the same time, speech 
to young children has some special properties. In comparison with 
talk between adults, it tends to be slower, more repetitive, exaggerated 
in intonation, simpler in grammatical structure and limited in vocabu-
lary. In this way, adults help to maximize the probability that what 
they say will be within the reach of the child's mind and ear. Indeed, 
should such adjustments not be made (say, when two adults talk 
together in the child's company), the child will soon 'tune out' (or 
demand attention). The child selects and attends to talk that is within 
reach of his comprehension and ignores that which is not. At home, 
such 'inattentiveness' may not be perceived as a problem, but in school 
it may well be attributed to idleness, lack of interest or boredom. To 
the extent that a child experiences communication problems in class, 
we must be aware of the possibility that any 'tuning out' and 
inattentiveness may be a natural and inevitable feature of such 
problems. 

The pre-school child's experience of language, then, is often tailored 
to his needs. Other people take the major responsibility for ensuring 
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mutual understanding both by working out what the child means and 
by making what they say comprehensible to him. Although we are not 
usually aware of the complex interplay between speech and our other 
bodily movements, there are occasions when our attention is drawn to 
them. Irony, sarcasm and teasing, for example, usually, perhaps 
invariably, involve some disruption or deliberate manipulation of the 
conventional relations between acts of speech and other movements of 
the body. When teasing an infant, for instance, the expression on our 
face or what we do with our body may communicate a very different 
message from that conveyed by what we say. If the baby does not 
observe or understand our playful use of such conflicting signals and 
takes what we say or do seriously, tears may result where laughter was 
sought. However, the very fact that we are often able to play teasing 
games with quite young children stands as testimony to the fact that 
even babies are sensitive to and knowledgeable about, and can play 
with, some of the relations between verbal and non-verbal dimensions 
of communication. 

If a listener's movements, gestures or attentions are out of synchrony 
with our own attempts at communication (for instance, they keep 
looking at a door when we are talking to them about something quite 
different), it usually acts as a clear signal of distress, boredom or 
preoccupations elsewhere. The very fact that such observations and 
experiences are commonplace also provides evidence that the interplay 
between verbal and non-verbal aspects of communication continue, 
throughout life, to play a central role in the achievement and mainte-
nance of mutual understanding. 

From home to school: conversation and narrative 

I have undertaken this very brief overview of the relations between 
verbal and non-verbal aspects of communication to establish a basis for 
identifying and discussing some of the problems that children face when 
they move out of 'private' domains, like their homes, into more 'public' 
ones, such as the school. In the early years of development, adults take 
the major responsibility for working out what a child means by what 
he says and does. In school, where eventually the child must come to 
function as part of a group, sitting down for much of the time, the 
nature of the process of communication changes in a number of ways 
to confront the child with many new challenges. Let us now move on 
to consider some of these before thinking about the influence such 
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experiences exert on the child's social, linguistic and intellectual 
development. 

When young children are involved in conversation with teachers, 
talk sometimes centres on things like past experiences and events, hopes 
and plans or other people. Observation of teacher-child discourse 
shows that, in such circumstances, children's contributions are usually 
brief. Teachers ask questions and children usually attempt to answer 
them. A child might tell the teacher something or react to something he 
or she has said, but long periods of sustained talk in which the child 
provides a longish narrative account of his experiences, say, are quite 
rare. Where such narratives do occur, however, they illustrate the 
demands and problems facing the child. Let me present and discuss one 
example to illustrate the intellectual, social and linguistic hurdles that 
confront the immature narrator. 

This is an exchange between a rising five-year-old and an adult in an 
English playgroup (Wood, McMahon and Cranstoun, 1980). They are 
talking about 'ogres' and the topic reminds the child of an experience 
he had with his father in which they encountered someone dressed up 
as a 'monster' to advertise a children's cereal. The child produces a 
'turn' in the conversation some forty-six words in length - a rare 
occurrence in classroom talk: 

Adult Do you know anyone that big? 
Child Well, once we . . . once we saw one, but he shouted at 

us. 
Adult You saw an ogre once? 
Child No, not a real one, a pretend one. He kept shouting at us. 
Adult Where was that? 
Child That was in Banbury. 
Adult In Banbury there was a pretend one. 
Child He kept shouting at us. 
Adult What did he [chuckles] shout at you? 
Child I've forgotten now. 
Adult He had a big, loud voice, did he? 
Child Hm . . . and . . . he said Ί shall eat him' . . . Daddy said . . . 

our Daddy said . . . h m . . . he . . . he . . . he. 'Oh, what him!' 
Daddy said . . . Daddy just said, he said, and the g i a n t . . . I 
said 'Would the giant eat us?' and Daddy said, 'If you make 
a noise it will'. 

Adult Do you think he would, love? [gently] 
Child He might just bite us. 
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There are many features of this short episode worthy of comment. 
Consider, for example, the child's use of pronouns, as in 'we . . . once 
we saw one'. Who is 'we' ? Later contributions from the child show that 
'we' includes at least himself and his father. In 'mature' narrative, of 
course, we would expect the characters to be identified by name before 
pronominal reference is made 'back' to them. As it stands, the child's 
use of 'we' remains, throughout the episode, somewhat ambiguous. 

The child does have some command of pronoun usage, however. He 
says, for instance, 'No, not a real one, a pretend one. He . . .'. But later, 
when he produces a longer, more narrational stretch of talk, we can 
literally hear him grappling with the task of making sensible use of 
pronouns. His difficulty stems from the fact that both his father and the 
ogre are each potential 'he's'. Who, for example, was in danger of being 
eaten? Who was the 'he' who said, 'Oh, what him!'? Which 'him'? 

The child's difficulties go even deeper. Should he wish to refer to 
things said between the two other characters, or to refer to what one 
said about the other's likely behaviour towards the child himself, then 
'he' can also serve to refer to the current 'me' (the speaker). In live 
encounters, of course, where speakers, hearers and bystanders have 
visible presence, one can see who says what to whom and is likely to 
have clear signals about the person being referred to. I suspect that, in 
such situations, this child would have no problems in working out or 
understanding what is happening. Providing an account of such events, 
on the other hand, creates many problems for the young child, effective 
and unambiguous use of pronouns being one. Understanding and 
remembering an event, and providing a clear, smooth, efficient and 
expert narrative account, may be years apart, developmentally speak-
ing. 

In one sense, this child clearly knows what 'he' means. But the use of 
'he' as a word to refer, on different occasions, to different people creates 
problems of planning and sequencing. The pronoun must be 'located' 
in talk in such a way that it refers unambiguously to the intended 
referent. The fact that the child at this age (and this one is very articulate 
for his age) often fails to 'frame' appropriately what he is going to say 
- by first setting the scene and explicitly indicating who the involved 
characters are, where they are situated, and so on - also creates prob-
lems for him in using pronouns. 

The frequent pauses,'hm's', repetitions, backtracking and attempts 
at self-correction evidenced in the child's talk suggest both that he is 
aware of, and that he is working on, the many problems that he has yet 
to solve in order to make what he says sensible to another person. 
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Younger or less verbally mature children, as we shall see in more detail 
later, do not seem to be aware of such problems with pronouns and do 
not often try to self-correct, as in the following excerpt involving a 
three-year-old: 

Adult Who is Kerry? 
Child Kerry. He's a girl. She's my friend. 

There are other aspects in the ogre episode that serve to illustrate 
features of the child's developing mastery of, and existing problems in, 
his use of language. For example, when the teacher says, 'Where was 
that?', the child responds, 'That was in . . . Banbury', rather than simply 
'In Banbury'. This phenomenon, the use of 'full forms' before they are 
'elided' (shortened) as they usually are in mature speech, is also a 
general and pervasive feature of language development. Children only 
employ economical, elliptical utterances after perfecting the una-
bridged versions from which these develop, even though the shorter 
forms are presumably more common in what they hear adults say 
(Gleitman and Wanner, 1982). 

Although, up to this point, I have concentrated mainly on one child's 
use of pronominal reference, I will argue that this illustrates some 
general and important features of children's intellectual and linguistic 
development. We turn next to more controlled and extensive analyses 
of children's powers and problems as narrators. These illustrate in more 
detail the sizeable gap that can exist for children between what they may 
know, remember or understand and their ability to account for what 
they know. 

Telling stories: four to ten 

In a series of studies, Hickman (1985) has examined in detail some of 
the changes that occur in children's narrational skills between the ages 
of four and ten years. Children were asked to do one of two things. 
Either they were shown a short film and then asked to tell an adult about 
it, or they were presented with a sequence of pictures, rather like a 
cartoon strip, and requested to tell a story about the events depicted. 
Hickman recorded and transcribed everything said by each child (and 
the adult) and then analysed the narratives to evaluate their clarity, 
coherence and comprehensibility. 

Various details of the children's accounts, such as their use of 
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pronouns and determiners (e.g. 'a', 'the' and 'these') were examined, 
rather along the lines of the way in which I have just commented on the 
rising five-year-old's story about his encounter with an ogre. By 
showing children of different ages the same films and pictures, Hickman 
was able not only to look at children's command of such linguistic 
devices but also to etch out age-related changes in their abilities to do 
so successfully. Although the analysis focused on verbal details like the 
use of pronouns, Hickman based it on a more general distinction that 
is worth introducing and discussing here. It will play an important role 
in our consideration of reading and its relation to spoken language in 
the next chapter. Drawing on functional approaches to the analysis of 
language (Halliday and Hasan, 1976), she distinguished between those 
usages of words (more technically 'signs') that involve 'deictic indexical 
relationships' and the use of the same words to establish 'intralinguistic 
indexical relationships'. Briefly, deictic indexical signs involve the 
connection or relationship between a word and its 'extralinguistic' 
context. So, for instance, the use of 'the' to refer or point to an object 
in the immediate environment (recall Karmiloff-Smith's work outlined 
in the last chapter) is deictic, whereas its use to refer anaphorically, to 
a person or thing already mentioned (e.g. Ά man . . . the man'), is an 
example of an intralinguistic indexical (i.e. used to 'index', or refer to) 
use of the word. Used in the second way, such terms generate 'textual 
cohesion', helping to relate and integrate utterances that occur at 
different times in discourse (or written text). Pronouns can be looked 
at in the same way. The use of T, 'you', 'him' or 'it' in the course of face-
to-face conversation, when the people and objects being referred to are 
present, involves extralinguistic, deictic reference. The same words can 
also be employed for intralinguistic purposes, as when, for instance, the 
word 'he' is used to refer back to an (absent) individual who has already 
been mentioned by name. 

Hickman, then, like Karmiloff-Smith, concentrated on the pluri-
functional nature of these terms and examined their use by children to 
see how far, at different ages, they are able to exploit them successfully 
to fulfil their different purposes. More descriptively, a child who is able 
to use words like 'the' to refer both to objects in the world and to things 
mentioned in previous discourse will be able to tell a coherent story in 
which everything he refers to is clear and unambiguous. A child whose 
command of such words is limited to their context-dependent meanings 
will find it difficult or impossible to tell a clear and coherent story 
because, as he lacks effective ways of making explicit who or what he 
is referring to, what he says will be ambiguous and sound 'egocentric'. 
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Let us consider a few examples from Hickman's studies of American 
school children: first, two 'extreme' cases, one of a ten-year-old who is 
well on the way to expertise in the use of such words and the other a 
four-year-old whose use of them is still largely limited to their more 
'primitive', deictic function. Note, however, even in the first story from 
the ten-year-old, how reference to one of the characters as 'she' creates 
a little confusion. The adult's contributions to the discourse are given 
in brackets. 

The ten-year-old's story A donkey and a giraffe . . . came-out (uh-huh) 
And . . . the . . . giraffe said 'Hi! Would you like to play with me?' And 
. . . the donkey said, 'No! I'm mad.' (uh-huh) And . . . she said, 'What 
happened?'. . . . and . . . the donkey said, 'Well, I made a box to keep my 
things in.' (uh-huh) 'And I found a penny. And I put it in the blo-box but 
now I can't find the penny' (uh-huh) . . . and . . . and . . . the . . . . giraffe 
said, 'Well, maybe it's at school! Remember? You took it to school. And 
the donkey said, 'How do you know? I think you're the one that took the 
penny.' (uh-huh) And. . . the gi-giraffe said. . . urn. . ., 'No I didn't.' And 
. . . oh . . . she said, 'How do you know?' He said, 'Well. . . you know, 
I remember you took it.' (uh-huh) And . . . then she thought about it for 
a while and she s-said . . . ,'Well, friends don't steal! I'm sorry I was mad 
at you! Now let's go play.' 

The four-year-old's story Penny was in the box. (Excuse me?) The 
penny was in the box. (Oh really? Oh good.) . . . The next day it wasn't 
. . . He was mad at the giraffe . . . (uh-huh).. . .'cause he took the penny. 
(He was mad at the giraffe because he took the penny.) Yeah, but he di-
bu- but he thought he was tricking him. . . (Oh!) see b-because . . . bee-
be-he-he-he didn't know that he had the penny. (uh-huh)... (Verygood) 
They go play. (Hm?) They went to go play. 

In the light of our preceding discussions of Karmiloff-Smith's work 
and the examples outlined above, I hope that the nature of the 
differences between these two excerpts is now reasonably self-evident. 
Hickman classified each child's use of referring words and referring 
expressions (e.g. 'There was a donkey in this film') as 'effective', 
'ineffective' or 'mixed'. The four-year-old's story is rich in 'ineffective' 
referring expressions. The very first utterance, 'Penny was in the box', 
for example, fails to make clear who or what 'Penny' is. The next 
utterance, 'The penny was in the box' suggests that she meant ' A penny' 
but note how 'the box' is introduced. If 'a box' had been mentioned 
earlier (which it had not), then this expression would have been deemed 
effective; as it stands, it is not. Recall Karmiloff-Smith's conclusion that 
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young children's use of 'the' is reserved for and limited to deictic 
purposes. In Hickman's studies too, use of referring expressions by 
four-year-olds suggests that young children do not often use them to 
fulfil their other, intralinguistic functions. 

Seven-year-olds' narratives provided evidence that they were work-
ing on the problem of mastering and using referential expressions for 
intralinguistic purposes. In consequence, the meaning of what they 
were trying to say was often easier to work out than was the case with 
four-year-olds. Here is an example from a seven-year-old: this is typical 
of the age group, in that it provides several examples of attempts by the 
child at self-correction. Once again, the adult's contributions are in 
brackets. 

An example from a seven-year-old A dog . . . and the- and a frog were 
. . . were was- were urn. . . a fr- a dog was there and looked sad. (uh-huh) 
An- and then a . . . dog came along and . . . (uh-huh) the frog came along 
and said, 'Hi, today's my birthday.' 

Unlike the four-year-olds, who seldom attempted to correct their 
own ambiguous referring expressions, the seven-year-olds' stories 
contained many examples of pauses, hazes, false starts, reformulations 
and repetitions - evidence that the children knew that they had work 
to do in order to achieve coherent, intelligible narratives. Ten-year-olds 
also frequently paused, hesitated and attempted to correct what they 
said (indeed, one suspects that adults would too). Unlike the seven-
year-olds, however, their attempts at self-correction usually resulted in 
effective utterances whereas, more often than not, the seven-year-olds' 
attempts resulted in ineffective or mixed cases, such as 'This story was 
about the elephant and a lion'. Here, the child uses a scene-setting clause 
successfully ('This story was about . . .') and also uses the non-
determinate form to first mention 'a lion'. However, 'the elephant' had 
not been mentioned before and, to be judged effective, should have been 
'an elephant'. 

Such mixed cases are informative. They illustrate the complexity of 
the seven-year-old's task in that a single utterance often contains two 
or more sources of potential difficulty. Whereas an expert narrator 
smoothly and seemingly effortlessly manages to co-ordinate all the 
necessary references in a single utterance, the seven-year-old apprentice 
usually manages to get one or more parts right but, in so doing, may 
'lose hold of or introduce an error into some other referring expression. 
He seems unable to attend to and co-ordinate two or more demands 
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simultaneously. However, as he works on and perfects his control of 
each sub-problem or each sub-system (e.g. pronouns and determiners) 
he is able to handle two or more simultaneously, and eventually 
integrates them into effective, complex referring expressions. 

The examples I have just given were taken from the 'film' condition 
in which the child first saw and then talked about what he had seen. 
When the children were asked to describe sets of pictures that 
remained in view while they told their stories, the performances of the 
seven- and ten-year-olds were not markedly different from the film 
narratives. The four-year-olds, however, behaved differently. In the 
cartoon-strip situation, they made more frequent use of deictic 
expressions, such as 'This ca t . . . ' , 'That dog . . . ' , 'Like him . . . ' , than 
they did when talking about the (absent) film. Looked at in one way, 
this increased use of such expressions when the person present can also 
see what one is talking about seems reasonable. However, the fact that 
only the four-year-olds, not older children, made more frequent use of 
such devices is an indication of important changes in both language 
and cognition. 

Representational re-description re-visited 

In the preceding chapter, I introduced Karmiloff-Smith's theory and 
attempted to illustrate it with reference to the development of children's 
use of pluri-functional words. Here, we see how the same theory can be 
extended to explain some of the changes that occur in children's 
construction of spoken narratives and what these imply for their 
linguistic and cognitive development. 

When children aged four to seven are shown a picture like the one 
illustrated in figure 6.1c in isolation and asked to describe what they 
see, they are likely to say something like, 'The man is giving a balloon 
to a little boy', typically making 'The man' the agent or subject of their 
utterance. Imagine now that the same picture is embedded in the 
sequence of pictures shown in figure 6.1. 

When children aged about four to five are shown the picture sequence 
and asked to make up a story around the pictures, they typically make 
the boy the subject or agent when describing the first two pictures (e.g. 
Ά boy was walking down the street. He saw a man with some 
balloons'). However, when they come to picture c, like children who see 
this picture in isolation, they usually make 'the man' its subject. Older 
children on the other hand, will make the boy the subject of this and all 
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Figure 6.1 Example of a 'thematic subject' task 

the other pictures, saying something like, 'He got a balloon from the 
man'. 

Why is this informative? Well, for Karmiloff-Smith it provides yet 
more evidence for a discontinuity in language development akin to that 
illustrated in the previous chapter. The young child, she argues, looks 
at each picture in turn and describes what they see - what she calls an 
'utterance grammar'. Thus, irrespective of whether the picture is seen 
on its own or in the context of other pictures, it is described in the same 
way. Now, the older children, having established the boy as the 
'thematic subject' of their story, impose an interpretation of the picture 
based on a theme that they have already established (i.e. the boy). 
Thus, when they look at the picture in the story context, they co-
ordinate what they say about it with what they have already said. What 
they say thus relates not simply to what they see (as in an utterance 
grammar) but also to the theme that they have in mind. Just as children 
have to discover how to relate determiners like 'a' and 'the' and learn 
how to use pronouns intrahnguistically in order to achieve a coherent 
narrative, so, in constructing thematically organized sequences of 
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utterances, the use of language is brought under cognitive control. 
In using language forms such as pronouns, the child has to be able to 

co-ordinate his use across utterances. Similarly, to grasp pluri-func-
tional expressions, the child has to co-ordinate the different uni-
functional uses of a given word. To maintain a thematic subject in 
telling a coherent narrative, the child must also co-ordinate the way in 
which they construct utterances to achieve coherence. As we have seen, 
in Karmiloff-Smith's account, each of these changes in how children 
talk involves the emergence of new representations which serve to relate 
and integrate forms of language found earlier in development. 

Language and cognition (again!) 

Piaget was one of the first students of child development to draw our 
attention to the young child's problems in providing verbal explana-
tions and accounts. He suggested that children entering the concrete 
operational stage, around age seven, are able to appreciate and begin 
to anticipate their listeners' needs when they converse with and explain 
things to other people. This happens because they are able to de-centre 
and can begin to construe events from other people's points of view. 
Piaget, then, might not be surprised to find that younger children do not 
and cannot create coherent stories. They lack the intellectual ability to 
appreciate the fact that when they say things like 'Penny was in the box', 
their meaning is not self-apparent. Being egocentric, they assume that 
other people share their perceptions, thoughts and memories and that 
to speak is to be understood. 

As we have seen, however, language itself confronts the child with a 
special 'problem space'. The transition from an utterance grammar to 
the capacity to use language intralinguistically makes specifically 
linguistic demands on children. The young child may simply lack the 
verbal means to express (from a mature perspective) clearly and 
unambiguously what he knows and understands. 

Vygotsky's approach, which motivated Hickman's studies, differs 
from Piaget's in its emphasis on the formative nature of verbal inter-
actions. In this view, it is through talking to and with others that the 
child is exposed to the communicative functions of language. By 
conversing with and informing others, he discovers how to realize 
different functions in his own speech. In listening to and telling 
narratives, the child also meets demands such as monitoring his own use 
of language, taking into account a listener's perspective and planning 
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sequences of utterances which are coherent and comprehensible to 
others. 

In the studies of narrative that we have just explored, and in the 
research into children's linguistic understanding outlined in the previ-
ous chapter, children were asked to tell stories or give information to 
a second person. The situations usually involved pairs or dyads. In the 
next section, we will look at contexts in which we ask children to 
interpret what other people think, say and do. Going 'beyond the dyad' 
in which the child is the performer or responder, to see how he acts in 
situations involving three or more people and in which he may also 
serve as an observer and interpreter of social life, gives us an important 
new perspective on the child's developing understanding of what goes 
on in other people's minds. 

Making sense of others: 'theorizing about the mind' 
Imagine the following situation. We take a three-year-old child and tell 
him a story. We also use props to act out the plot. First, one character 
(a little girl doll, say) enters a room and puts a toy into a box. She then 
leaves the room and cannot see what transpires thereafter. Next, 
another member of the cast (a boy doll) comes into the room, takes the 
toy out of the box and hides it in a cupboard. The girl doll comes back 
into the room. 

We are going to ask our three-year-old spectator where he thinks the 
girl doll might look for the toy, or where the girl doll now thinks the toy 
is to be found. Before doing so, however, we take the precaution of 
making sure that the child can actually recall the plot. He can. When we 
ask him where the girl doll thinks the hidden toy is, or where she will 
look for it, our three-year-old says that the girl doll thinks it is in the 
cupboard. By age four, many children can solve this 'false belief task. 
They realize that the girl doll had no reason not to have held on to her 
belief (now seen by the child to be at variance with reality) and that she 
will look in the box where she left her toy. 

One interpretation of this finding is that our three-year-old lacks a 
'theory of mind'. He cannot recognize that another person can hold a 
belief that is at variance with what he himself knows to be true. Put 
another way, he does not yet realize that people hold representations of 
the world in their heads and that these representations (which may 
include false beliefs) help to explain what people do, say and feel. 

The experimental findings from the use of the false-belief paradigm 
are quite robust. The change in children's responses just illustrated 
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usually occurs between ages three and four. However, some studies 
suggest that less than one in ten three-year-olds possess such a theory 
of mind, others that almost all do. As you might expect, differences in 
the nature of the task and how it is presented, together with the 
language used and the type of questions asked, can lead to variations 
in estimating when children can understand false beliefs. More interest-
ing, however, is the finding, reported in a number of studies, that birth 
order affects the age at which children pass such tests. Would you 
expect children who have no brothers and sisters to perform any 
differently from those who have older siblings? First-born and only 
children tend to pass theory of mind tasks at a later age than children 
who have older brothers and sisters. Indeed, children who have two or 
more siblings may fare better still, passing the task at an earlier age than 
children who have only one older sibling. What makes such findings 
surprising is the fact that investigations of birth-order effects usually 
find that singletons and first-born children develop language and 
communication skills faster than their later-born siblings. This is 
usually attributed to the fact that mothers of first-borns spend more 
time in interaction with them and talk to them more than they do with 
their later-born children (see Rogoff, 1990, pp. 96-7 for an overview). 

Judy Dunn and her colleagues have undertaken extensive observa-
tions of home life designed to explore family dynamics surrounding the 
arrival of a second child into families with a two-year-old first-born. 
They have followed the progress of these families for a number of years 
and looked at the development of the relationships within them, paying 
attention to interactions both between the mother and her children and 
between the siblings themselves. Their research into the social, emo-
tional and intellectual impact of family dynamics (e.g. Dunn, 1996; 
Dunn and Kendrick, 1982) did much to stimulate interest into the 
'sibling factor' in theory of mind tasks. Dunn suggests a number of 
reasons which, singly or in combination, might help to explain why 
children with older brothers and sisters should reach an earlier under-
standing of the way in which other people think, feel and act than their 
first-born siblings. Let me try, briefly, to outline her suggestions. 

When a second, third or later-born child comes into a family, they 
enter a situation in which parent-child relationships and, if third-born 
or more, sibling relationships already exist. The first-born or only child 
clearly enters a very different social and emotional world. For the later-
born children, talk about and between other people with whom they are 
destined to forge emotional ties (for good or ill) is likely to be frequent. 
They encounter discussions about why other people do the things that 
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they do. They are likely to encounter conflict where explanations and 
justifications might be offered and evaluated. They play, joke and are 
often exposed to and, eventually, involved in talk about moral issues, 
rights and obligations. They are surrounded by drama in which issues 
of personal rights, responsibilities, needs and fault are common. 
Reference to 'third persons' in situations which are serious, engaging 
and important to the young child are also likely to be frequent. In short, 
the later-born, in their early years, are likely to enter a more complex 
socio-emotional world than that into which their older sibling was 
born. 

The relative importance of such activities to theory of mind perform-
ance is not known. It is not clear to what extent interactions involving 
either a sibling, parents or the whole family exert an influence. 
Whatever the reason, the research demonstrates connections between 
everyday social life and the origins of the child's ability to reason about 
other people and their states of mind. In Bruner's (1990) terms, younger 
siblings have more opportunities than their older brothers and sisters 
to explore relations between 'the landscape of action and landscape of 
consciousness'. 

Much more is at stake here than claims and counter-claims about the 
age at which children are able to reason about the mental and emotional 
states of other people. In studies of home life and the formation of 
relationships within the family, issues about emotion and effect come 
into prominence. Contemporary theories of cognition and intellectual 
growth have not been framed to explain if and, if so, how the nature of 
emotional experiences impacts on cognition and understanding. Such 
questions lie outside the remit of most modern theories. And yet, part 
of Dunn's argument is that children often display their most 'advanced' 
levels of reasoning in situations that matter to them and that arouse 
their attention and emotions (though strong emotions, of course, can 
also serve to cloud reason and provoke intellectual regression!). The 
establishment of connections between experimental investigations of 
children's understanding of mental states on the one hand, and studies 
of social interaction, emotional experience and the formation of 
relationships on the other, has created new opportunities for under-
standing the interactions between social and emotional dimensions of 
experience and the development of mind (Dunn, 1996). 

I will return to consider conflicting theoretical interpretations of 
theory of mind research later, after I have outlined another line of 
research which explores links between experiences in the family and the 
child's understanding of others. 
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Children are often in situations where they can overhear conver-
sations between other people. They are immersed in 'living soaps' (!) 
where they are offered constant opportunities to overhear, oversee and 
learn. It is extremely difficult to discover how and what children might 
make of such encounters and to find out what influences their under-
standing. Can they, for instance, judge whether or not what other 
people say to each other is mutually comprehensible or not? Can they 
put themselves in the shoes of a person who is being told what to do, 
for example, to decide whether or not what that person has been told 
is explicit enough to enable them to do what they are being asked to do ? 

One situation used to try to answer such questions is set up as follows. 
A child is asked to observe two people involved in a communication 
game. One person has been given the task of telling the other which 
picture to select from a set of alternatives. The pictures are designed in 
such a way that incomplete descriptions can be formulated. For 
instance, imagine that the pictures include examples of boys and girls, 
some with and some without hats. The hats are also of different shapes 
and colours. An adequate description of the picture the instructor has 
in mind demands attention to gender and to the shape and colour of any 
hats involved. Suppose an incomplete message is given; say the person 
giving the instructions fails to mention colour and, in so doing, leaves 
the listener with an ambiguous description that fits two or more of the 
pictures. What do four-year-olds make of such a situation? Do they 
realize that what is said is incomplete and therefore ambiguous? Or are 
they so egocentric that they cannot understand the nature of the 
listener's dilemma? 

Many four-year-olds do not appreciate the listener's problems. In 
fact, they tend to 'blame' him or her for any failures of understanding. 
They seem to assume that 'to speak is to be understood' and that the 
person who is talking and who intends to tell the other person what to 
do does just that. They are 'listener blamers'. 

However, some four-year-olds are able to appreciate the fact that 
people do not always say enough or say the right things to enable others 
to understand what they mean. In other words, they appreciate the 
listener's dilemma and realize that what the speaker says is not 
necessarily a complete or comprehensible account of what they want 
the other person to do. 

These experimental findings were reported by Peter and Elizabeth 
Robinson. What is special about their investigations is that they had 
access to extensive recordings made in the children's homes prior to 
undertaking the experiment and were able to explore relations between 
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communication experiences in the home and children's ability to assess 
message adequacy in the experimental set-up. They used the language 
samples collected by Gordon Wells and his colleagues in Bristol 
(summarized in Robinson, 1986). 

Four-year-olds who could judge the adequacy of communication 
had different communicative experiences at home when talking to 
their parents. Let me illustrate with an example. A child says some-
thing to his mother which she finds ambiguous or unclear. How does 
she respond? Well, she might ask the child, 'Which one . . . ? ' , or, 'Do 
you mean x or y}' In other words, she asks questions to try to clarify 
what the child has said. Or she might say, Ί don't understand. I don't 
know whether you want me to do x or y\ Those children who were 
most likely to be given an explicit account by their mothers of how and 
why they found what the child said unclear were most likely to 
appreciate the listener's dilemma in communication games. Children 
whose parents employed questions to clarify and 'repair' without 
telling the child what it was they found unclear were those most likely 
to blame the listener. 

The discovery of relationships between the way in which parents talk 
to their children and aspects of those same children's linguistic devel-
opment does not necessarily imply, of course, that one phenomenon 
causes the other. It is conceivable, for example, that children who are 
verbally precocious solicit ways of talking from their parents that differ 
from those solicited by other children. Further evidence, however, 
strengthens the view that parents do influence their children's commu-
nicative competence and demonstrates that it is possible to teach young 
children to improve their so-called 'metalinguistic awareness' (that is, 
their knowledge about language in contrast to their ability to use it). 

The Robinsons involved nursery school children as participants in 
the kind of communication game outlined above. Different methods 
were employed in response to any ambiguous or incomplete description 
given by different groups of children. When the children in one of these 
groups gave such messages, the 'teacher' responded by explicitly telling 
the child about the nature of their uncertainty. In other words, she 
would say something like, Ί don't know what you mean. I don't know 
whether you mean x or y.' Other children were asked questions in an 
attempt to solicit any information they had left out. 

After a few teaching sessions, children from each of the groups were 
asked to listen to two other people playing a similar communication 
game and to explain why a listener sometimes faced problems. Children 
from the group who, when they played the game, had been told 
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explicitly about any inadequacies in their own messages were less likely 
than those in other groups to blame the listener. They were more often 
able to articulate the nature of the listener's dilemma. This evidence, 
taken in conjunction with that from the home observations, provides 
strong support for the view that young children can be given experi-
ences which help them to learn how to make explicit judgements about 
the adequacy or otherwise of what people say (at least, in some 
contexts). 

Vygotsky, recall, argued that intellectual and linguistic development 
proceed from the external, social plane to become personal, mental 
activity by a process of 'internalization'. Children's verbal reasoning, 
for example, represents 'inner speech' and 'inner dialogue'. Talking to 
others and being addressed by them are destined to become mental 
activity as the child 'takes on the role' of others and holds inner 
dialogues with himself. The form that this dialogue takes depends upon 
the characteristic ways in which the child talks to and controls others 
and, in turn, is talked to and controlled by them. Those of a Vygotskian 
persuasion could argue, then, that the findings from the Robinsons' 
studies support Vygotsky's view and demonstrate that social interac-
tion and such experiences as talking to, informing, explaining, being 
talked to, being informed and having things explained structure not 
only the child's immediate activities but also help to form the processes 
of reasoning and learning themselves. The child inherits not only 'local 
knowledge' about given tasks but, gradually, internalizes the instruc-
tional process itself. Thus, he learns how to learn, reason and regulate 
his own physical and mental activities. More about this later. 

Pause for reflection 

Josef Perner and his colleagues (e.g. Perner, Leekam and Wimmer, 
1987), who first introduced the false-belief paradigm into developmen-
tal psychology, suggest that a change in representational competence 
explains what develops during the fourth year of life in children's 
understanding of other minds. For neo-Piagetians, like Halford (1992) 
and Case (1991), such changes are symptomatic of a general increase 
in children's cognitive capacities. Halford, for example, draws parallels 
between the child's ability to solve theory of mind tasks and the ability 
to draw inferences (see chapter 3). Believing that general changes occur 
in the 'cognitive architecture' with age, they search for commonalities 
in the structural complexity of the tasks that children can handle at 
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different ages. Thus, for Halford, the representational change that 
Perner and his colleagues propose is but an example of the kinds of 
mental models that the four- to five-year-old, but not the average three-
year-old, can construct and reason with. Similarly, in the Robinsons' 
investigation, the child has to be able to co-ordinate utterances made by 
another with an interpretation of what the task facing the listener 
demands before he is able to disabuse himself of the notion that any 
blame for failures of communication necessarily rest with the listener. 
This co-ordination also demands greater processing capacity. 

In her many observations, Judy Dunn reports incidents between 
children much younger than three and their older siblings which suggest 
that, in 'real life' encounters, they can and do take the mental states of 
others into account. For example, children may try to manoeuvre their 
older brother or sister into doing something naughty and thus get 
punished (e.g. by picking up the older sibling's favourite toy in order to 
get them to snatch it back when an adult is likely to see them do so!). 
Such machiavellian tactics suggest that much younger children are 
capable, in contexts charged with motivation, emotion and meaning, to 
reason about other people's desires and the actions likely to be taken on 
the basis of these mental states. Perner, however, suggests that, without 
experimental evidence, we cannot confidently interpret such observa-
tions. Hence, as we have found in much earlier studies of language and 
cognition, the issue of context or situation and its relation to experi-
mental evidence surfaces again. 

Both Dunn and Bruner argue for a social constructivist, or 'appren-
ticeship', interpretation of the child's developing competence in theory 
of mind tasks. But before outlining their views, let us consider some of 
the achievements that mark later developments in the child's emerging 
understanding of other minds. 

Understanding the fact that people have beliefs about the world 
which differ from one's own - beliefs which motivate their actions and 
may be at odds with what appears to be the 'reality' of things - is 
obviously a vital watershed in the child's understanding of other people 
and how they tick. However, the connections between how people 
think and what they do become predictably more complicated when we 
introduce a 'third person' onto the scene. Consider, for instance, 
situations in which the child can only make sense of the way in which 
a second person behaves (mother, for the sake of the example) on the 
basis of ideas she has about the beliefs of a third party (father, say). 
Imagine situations involving mother, father and daughter in which the 
mother disagrees with the father's treatment of the daughter on the 
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basis of what she takes to be a false belief held by the father about what 
the daughter thinks and does. Here, our child-as-mind-theorist must 
think about the mother's beliefs about the father's beliefs about the 
daughter's in order to make sense of how they all interact together. 
Whether this is a typical age or stage at which children master such 
'higher order' reasoning about the mind is not clear, although we do 
know that some groups of children seem to have specific problems in 
learning how to think in this way (Harris, 1989). Controversy over the 
issue of stages in children's understanding of other minds still rages. 

Dunn and Bruner argue that explanations for changes in children's 
competence in such tasks (like that put forward by Perner and his 
colleagues) which are based on assumptions about developmental shifts 
in cognitive architecture and representational competence are, like Piaget's 
theory of stages, misguided. They argue for a more gradual, piecemeal 
and socially mediated process of development in which exposure to 
everyday explanations and to narratives plays a central role in develop-
ment. On this view, narratives, which serve to create 'possible worlds' 
that children can enter and explore, are a major vehicle for the transmis-
sion of a culture's theories of human nature. The term 'narrative' is not, 
of course, to be restricted to written stories. It also includes oral narratives 
which serve to relate personal histories, justifications, plans for the future 
and the like, together with the 'living narratives' encountered in family 
drama. As in Dunn's observations, interactions within the family, living 
soaps, often exhibit considerable complexity in terms of the number and 
variety of relationships involved. To participate in family life, or in peer 
groups, children come naturally to reason about their own and other 
people's ambitions, fears, thoughts and feelings and to construct theories 
about how and why others (and they themselves) act as they do. On a 
social constructivist account, then, it is to be expected both that children 
will display their greatest competence in reasoning about others in 
everyday situations and that we will find relations between factors such 
as family composition and the sense children try to make of psychological 
experiments designed to explore their theory of mind. 

Information-giving 

The finding, reported by Robinson and Robinson, that young children 
can be helped to increase their 'metalinguistic' understanding in reason-
ing about the process of communication also lends some weight to the 
argument that linguistic and intellectual development are, in part at 
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least, facilitated by specific social experiences. This is not to say that 
children are usually taught how to talk and how to make what they say 
meaningful and informative in any direct or explicit way. We have 
encountered many examples of self-correction by children which 
provide strong evidence that self-instruction plays an important and 
central role in learning. Even so, this does not mean that others more 
expert than the child exert no influence upon his learning and develop-
ment. The seven-year-olds in Hickman's studies, for example, were not 
explicitly told that their use of referring expressions was often ambigu-
ous. They seemed to realize when what they were saying did not 'sound 
right', and themselves worked on the problem of finding the right way 
to make what they said comprehensible. We are obliged, I suggest, to 
assume that children often know a great deal about what they cannot 
yet do successfully. One way of expressing this is to say that they often 
understand and can recognize as correct what they cannot yet them-
selves produce. Given this state of affairs (which, as we shall see, is more 
widespread in development than the examples I have given to date), the 
child is in a position to construct and to perfect his own performance 
through problem-solving. Recognizing, for example, what 'sounds 
right', he has a goal or target against which he can measure and evaluate 
his own performance. He can assess when he has 'got it'. 

The image of the child as a problem-solver and architect of his own 
knowledge and understanding is, of course, compatible with Piaget's 
views. It is also consistent with those implicit in several other theories of 
learning and development. Bruner, for example, describes the child as a 
problem-solver and views the process of instruction as one of helping the 
child to discover manageable problems. But accepting the child's 'natural' 
problem-solving and self-instructional abilities does not necessarily imply 
that his interactions and encounters with others exert no formative 
influence on what and how he learns. Before looking more analytically at 
the nature of such influences, let me discuss further evidence relating to 
the nature of children's capacities to make sense to others. This, from 
studies of adolescents, paints a far less rosy picture of children's 'natural' 
linguistic and intellectual abilities. It also suggests that educational 
experience can play an important role in determining how far and to what 
extent children are able to perfect their own expertise in using language 
as an instrument of explanation, instruction and 'other-regulation'. 

In an extensive investigation of adolescent communication skills, 
Brown and her colleagues (1984) worked with 500 fourteen- to 
seventeen-year-old Scottish school children. Three hundred of these 
pupils were judged, by their schools, to represent the lower 'third' of 
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their year in academic ability and were considered unlikely to leave 
school with any formal academic qualifications. 

Underlying this research is a distinction between what Brown et al. 
term 'chat' and 'information-giving speech', the latter being the main 
subject of their investigations. Chat is what we have been referring to 
as conversation. It is a highly interactive affair in which all participants 
share the responsibility for ensuring mutual understanding and for 
developing topics of talk. Observed chatting to each other in pairs, the 
pupils were talkative, were often witty and seemed to suffer no 
problems of communication. Though a little more reticent with an 
unfamiliar adult interviewer, they were able to engage them in intelli-
gible conversation. However, even relatively minor increases in de-
mands on communication produced noticeable impairments in their 
performance. For example, simply asking a child to 'talk' to a friend 
into a tape recorder led to speech that was more hesitant, not so 
articulate and less coherent than that found in face-to-face conversa-
tion. Even such a relatively minor degree of 'disembedding' of the 
process of communication led to measurable deterioration in perform-
ance. The absence of a 'live' partner, and the non-verbal, paralinguistic 
and interactional support they would have offered, had marked effects 
on these pupils' ability to make what they tried to say accessible. When 
demands were further increased and children were asked to give 
detailed instructions and explanations, performance deteriorated to an 
even greater extent. Before discussing the studies of information-giving, 
however, let me pause to say a little more about the nature of 
conversation and the important differences that exist between, say, 
relaxed talk with a friend and more stressful interactions with teachers. 

In a very readable and informative book, Wardhaugh (1985) consid-
ers in detail the many social practices and values that are implicated in 
conversation. He points out that conversation is, by its very nature, 
typically and literally mundane. It is about everyday experiences and 
events. It is important that one does not delve too deeply or react too 
analytically to the conversational talk of others. People have the right 
to remain silent if they wish and there are implicit conventions that 
inhibit us from going 'too far' in probing people's motives, proclivities, 
behaviour and beliefs. Privacy has to be respected and we must be aware 
of the bounds over which we should not pass. These bounds, of course, 
vary according to our relationship and degree of intimacy with the 
person with whom we are talking. Insistence upon 'the total truth', 
upon absolutely clear and unambiguous utterances and full disclosure, 
is threatening, disruptive and rude. 



170 Making sense 

These seemingly self-evident observations take on an important 
significance when we consider the differences between the child's 
everyday experiences of conversation and the use of language in school. 
Schooling is about imparting, sharing, discussing, analysing and evalu-
ating knowledge and skill, among other things. The 'search for truth', 
accuracy, clarity, for evidence of knowledge and understanding, are 
part and parcel of the process of education. Reflecting these differences 
in the underlying purposes of talk in the community and school are 
marked differences in the nature of the relationship between people 
involved in discourse and different aspects of their use of language. For 
example, in school it is quite legitimate (if not always desirable, as we 
shall find) for the teacher to ask all the questions. In everyday discourse, 
questions perform a variety of functions. Most obvious is the search for 
information. People usually ask questions of others in order to find out 
things that they do not know and need to know. Such questions are 
'legitimate' if the person asked can understand why his questioner 
wants to know and if disclosure of the information asked for has no 
implied negative consequences for the answerer. Then the usual process 
is to negotiate the conditions under which an answer will be provided. 
Imagine, for instance, being asked a question about how much you earn 
by a stranger on your doorstep. 

Questions are also used to frame requests, to ask for help or 
permission. Here too, gaining an answer is not only a linguistic issue but 
a moral one. Does the person have the right to make such requests? 
Have they taken proper account of what compliance would entail for 
the person asked? If, say, the loss of time, prestige or rights that will be 
experienced by the answerer is far greater than the relative benefit that 
will accrue to the questioner, then the request is likely to be deemed 
unreasonable at best. Questions are also used to display courtesy and 
interest and to cement relationships. They are a way of being polite 
(Goody, 1978). Showing concern about and interest in another person 
by asking them to tell you things is a commonplace but often delicate 
activity. As I said above, knowing how far it is permissible and polite 
to go in probing a person without causing offence involves knowledge 
of the cultural values of the person being asked. I will return to this point 
when we discuss interactions between people from very different social 
and cultural backgrounds. 

Questions asked in school 'violate' many of these normal conven-
tions. Teachers are licensed by our society (like police officers, doctors 
and lawyers) to ask questions with the expectation that they will receive 
answers, even though these often transgress everyday conventions. 
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There are, of course, still limits to what can legitimately be asked about, 
but teachers are allowed, even expected, to ask questions to which they 
know the answers. Although parents of pre-schoolers often address 
what Wells calls 'display' questions to their children, that are also 
designed to solicit known answers (often known to both parent and 
child), any failure to comply by a pre-schooler with a home audience is 
likely to have a very different significance from failure by a school-aged 
child in the classroom. Failure for the older child in school is likely to 
be more serious and personally threatening. Teachers may also ask 
children to justify, prove or in some way demonstrate the basis for, and 
rationality of, anything they say. Getting things 'right' in class may be 
at a premium in a way that it is not in informal chat. The child, on 
entering school, has to discover and comply with a range of conven-
tions, rights and obligations that constitute the roles of pupil and 
teacher. Implicated in these conventions are important differences in 
the functions of language. 

Chat between teachers and children, though founded in different 
conventions from those governing other social encounters, is still typi-
fied by shared responsibility for the achievement of mutual under-
standing (in which, as we shall see, teachers usually play the leading 
role). Information-giving acts of speech, as their label implies, are 
concerned with things like providing clear instructions, directions and 
explanations. When Brown et al. tested their academically less able 
pupils' ability to use speech for information-giving purposes, they 
discovered that these pupils were usually incapable of providing coher-
ent, comprehensible, informative narratives. Even when asked to tell an 
interviewer about events or experiences that were familiar to the child, 
their performance was frequently uninformative and difficult to under-
stand. The following extract, in which a pupil tries to tell the inter-
viewer about the film Jaws (the child had also read the book), illustrates 
the listener's difficulties. Each plus sign indicates a pause of a few 
seconds. 

Interviewer Is the book like the film? 
Pupil + + A wee bit. 
Interviewer Hmm + + What's different in the book? 
Pupil In the book + + + Hooper dies in the film but he never 

dies but he went in a cage down + to see if he could see 
the fish + and like + + + + and trying to get in + the fish 
+ but he couldn't + + the fish turned er the cage over 
but then he went away and Hooper just went and 
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swum out and hid behind a rock and + in the book he 
said that he died. 

Did Hooper die in the book or the film? Brown and her colleagues 
went further than simple observation, however. They designed a range 
of co-operative tasks of varying levels of complexity and difficulty 
which they used with some of the pupils to help to foster their skills in 
giving information and instructions. Some were communication games 
in which one child had to tell another how to perform a task. Others 
involved creating narratives. 

A variety of techniques were used to introduce these different 
activities into the classroom in co-operation with teachers. A detailed 
account of the study is not possible here, but a number of its main 
findings are worth noting. The researchers developed a range of 
assessment procedures that involved teachers in evaluating children's 
language. These included attention to things like the presence or 
absence of critical information and the extent to which information was 
provided in an appropriate rational sequence. Also examined was the 
child's use of referring expressions involving terms like determiners and 
pronouns to see if it was clear, from the child's narrative, who or what 
these referred to. The assessments revealed considerable progress as 
children participated in the activities. Later, follow-up studies demon-
strated that the pupils remembered what they had learned and were able 
to generalize what they had learned in one task to improve their 
performances in others. Use of referring expressions also became more 
explicit, accurate and intelligible. 

Another finding, one that I will elaborate upon in the next chapter, was 
that the children who first played the role of listener were significantly 
more articulate and informative when it came to their turn to play the 
role of speaker than were children who first acted as speakers. Brown 
suggests that the experience of trying to comply with instructions 
sensitizes the child to the problems of being on the receiving end of less 
than informative instruction. The children obviously learned how to 
solve some of these problems, how to make what they said less 'egocen-
tric' and ambiguous, by playing the seemingly 'passive' role of listener. 
Provided, then, that the child has to act upon what he is told, listening, 
at least in some contexts, is a more powerful vehicle for learning how to 
talk informatively than is exclusive experience as a speaker. 
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Classroom 'registers': means to ends 

These findings give rise to a number of implications and questions. They 
demonstrate, perhaps unsurprisingly, that the potential for the devel-
opment of communicative competence (or what now seems to be 
referred to as 'oracy') extends throughout the years of schooling. In so 
doing, they pose a question and raise some issues: why were these 
children, many of whom were about to leave school, so inarticulate and 
poor at giving information, directions and explanations before partici-
pating in the study? The fact that they could be helped to improve these 
skills shows that they did not lack the necessary competence to learn. 
Why, then, had they not learned in the normal course of their educ-
ation? 

A number of very different explanations might be advanced in 
response to this question. We might argue that the development of such 
communication skills is not part of the business of schooling, but 
such an argument is difficult to sustain. Lacking the ability to plan, 
organize, regulate and express what they know in order to inform 
others, these children are surely likely to be handicapped in their 
vocational choices and in their personal lives. Even if the ability to 
inform and explain did not influence other aspects of the child's 
educational achievements (and I will argue in the next two chapters that 
it does), an inability to present oneself as articulate and informative 
must surely act as a barrier to competence in many situations - not least 
in interviews for jobs. 

Note that what is at issue here is not whether a child speaks using the 
'Standard English' dialect. Rather, it is his ability to exploit his own 
linguistic resources to achieve certain communicative ends: to use 
certain 'registers' of language. This research was not intended to 
'remediate' speech or to 'teach' children to speak a dialect different 
from their own. Its goal was to help them to learn how to make sense 
and give a good account of themselves. If we can accept that the 
development of 'oracy' is a legitimate goal of education, as the UK's 
Bullock Report recommended (Department of Education and Science, 
1975; Norman, 1992), why is its achievement seemingly so elusive for 
many children? 

Brown and her colleagues suggest that at least part of the answer to 
this question lies in the typical 'registers' of classroom discourse: the 
way in which teachers typically talk to pupils. Let me outline (and 
elaborate upon) this line of argument. Many studies of classroom 
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discourse in different parts of the world have found that the most 
dominant feature of teacher-pupil interaction is the question-answer 
-acknowledgement exchange. Teachers ask nearly all the questions. By 
way of illustration, in two studies, one of English pre-school children 
in playgroups and nursery schools and the other focused upon Ameri-
can high school students (aged seventeen), the frequency of teacher 
questions as a proportion of all their utterances was 47 per cent and 43 
per cent respectively. For the pupils, the incidence of questions was 4 
per cent and 8 per cent (Wood and Wood, 1988). The more questions 
the teachers asked, the less children had to say. The pupils were also less 
likely to elaborate on the topic being talked about, ask questions or talk 
to each other when teacher questions were frequent. 

There is an extensive and argumentative literature on the topic of 
questions and their role in teaching. Here, I can do no more than select 
and discuss fragments of research that are most relevant to our present 
concerns. Some educationalists (e.g. Blank, Rose and Berlin, 1978) 
argue that teacher questions are powerful tools for encouraging pupils 
and students to listen and to think. To be effective, however, a teacher's 
questions must be of the appropriate kind and at the right 'level of 
demand' if pupils are to profit by them. Blank has developed an 
elaborate scheme for classifying questions that she offers as a way of 
analysing and evaluating teaching talk with pre-school and young 
school children. Some questions (for example, 'What do we call this?', 
asked in relation to a common object) are concerned with relatively 
'low level' demands and permit a very restricted range of answers, 
perhaps only a single word. Others, e.g. 'Why did that happen?', may 
call for more thought and explanation. Yet others, e.g.'What do you 
think about . . . ? ' , may have no obvious, correct answer but call for 
analytical reasoning and informed judgement. 

Observations of teacher questions addressed to children of widely 
different ages and in a variety of disciplines have led to the conclusion 
that teacher questions are more often of the 'closed' type with known 
right answers. The responses to such questions by pupils are likely to 
be terse and simply correct or incorrect. When pupils have answered a 
teacher's questions, they usually say no more. Consequently, where 
such specific, closed questions are frequent, children will say little. 
Now, if the goal of asking questions is only to ascertain whether or not 
a child knows a particular fact or name, one can argue that such results 
are defensible. However, if other goals are also being sought - for 
example, encouraging children to reason out loud, to ask questions of 
their own, to state their own opinions, ideas and uncertainties, or to 
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narrate - then the frequent use of specific, closed questions will not 
bring about the desired ends. 

In one extensive study of teachers' use of questions in a number of 
disciplines, including natural history and physics lessons, Nuthall and 
Church (1973) investigated the impact of different types of questions 
on pupil performance. They compared lessons in which teachers used 
a preponderance of closed questions demanding specific factual an-
swers with those in which they employed more open-ended questions 
designed to encourage reasoning, discussion and speculation. They 
found that the children taught through specific questions tended to do 
better when tested for retention of factual information. Those who were 
asked open-ended questions did indeed speculate, hypothesize and 
discuss more (though they did not learn so many specific facts per unit 
of teaching time). This finding may not seem surprising. It does, 
however, suggest that what and how children think and learn can be 
influenced by the way in which the teacher conducts his or her lesson! 

Schools are expected to achieve a variety of different, often conflict-
ing, goals with their children. Teachers may find some of these goals, 
say teaching a body of facts, to be in 'competition' with others, like 
fostering the development of skills in narration, self-presentation and 
informing others. The hope that each of these objectives can be met with 
the same 'register' and approach to teaching, typically the question-
answer exchange in which the teacher asks almost all the questions, 
seems a vain one. It is not my task to try to define what the objectives 
of a school or teacher should be. However, the findings that have 
emerged from studies of classroom interaction offer teachers some 
practical suggestions as to how instructional means and learning 
outcomes might best be married. Frequent, specific questions tend to 
generate relatively silent children and to inhibit any discussion between 
them. Telling children things, giving an opinion, view, speculation or 
idea, stimulates more talk, questions and ideas from pupils and 
generates discussion between them. 

If all this sounds obvious, then explain why so many studies have 
found that classroom talk is dominated by teacher questions. 

Although Nuthall and Church found that teachers' use of specific 
questions led to more rapid learning of factual information by their 
pupils, an examination of longer-term effects of different questioning 
'regimes' suggests that pupil achievement is higher when they encounter 
more demanding, open-ended questions (Redfield and Rousseau, 1981). 
Further support for this conclusion comes from a study of the questions 
that parents characteristically employ with their children. Here too, 
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more demanding, open-ended questions from parents were found to be 
predictive of a number of measures of children's educational achieve-
ment (Sigel and McGillicuddy-Delisi, 1988). Sigel argues that such 
questions facilitate the development of educability in children because 
they invite them to 'distance' themselves from the immediate, short-
term consequences of their experiences. In so doing, the child is 
enjoined to de-centre, think about and reflect upon his own activities 
and, in consequence, becomes more analytic and less impulsive and 
achieves more effective control of his own learning. As we shall see in 
the final chapter, the notion that children 'internalize' the processes of 
control to which they are exposed in order to regulate their own 
learning and thinking emerges from a variety of research studies. 

Other studies have shown that teachers can be helped to modify their 
own teaching styles to adopt different questioning techniques. Some of 
these illustrate the difficulties involved and relate back to our previous 
discussion of the relationship between verbal and non-verbal dimen-
sions of communication. When teachers ask pupils questions, they tend 
to leave about a second of silence, on average, before they resume 
talking (if the children have not responded). In a study of the effects of 
different teacher 'wait times' on children's responses, teachers were 
provided with a buzzer (which only they could hear) and were asked, 
having posed a question, to wait until this was sounded before going on. 
The buzzer was controlled by an observer, who waited for three seconds 
after each question before activating it (again, if no response was 
forthcoming from the class). The increased 'wait time' allowed to 
children resulted in more frequent, relevant, thoughtful and 'high level' 
responses to the teachers' questions (Rowe, 1974; Swift and Gooding, 
1983). 

In face-to-face conversation, as I have already said, the synchroniza-
tion of communication is finely tuned. Perhaps, when a teacher is faced 
with a group of pupils, the cues that enable such synchronization to 
emerge are destroyed or in some way inhibited, so that a teacher's 
timing is out of synchrony and sympathy with the pupils' responses 
(which are likely to vary from child to child anyway). Perhaps increas-
ing the time allowed after a question has been asked enables most or all 
of the pupils to formulate their thoughts. Such results illustrate how 
specific features of discourse exert an important influence on the 
process of classroom communication. One suspects that it would prove 
a difficult task for teachers to sustain control over such normally 
spontaneous features of their classroom talk as time waited after 
questions, however. 
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In the book by Wardhaugh (1985) mentioned earlier, he says (p. 71): 

Teaching is not only a special form of conversing with others - it is an 
especially difficult form, if for no other reason than that the teacher must 
'converse' with a large heterogeneous group of listeners. Good teaching 
requires one to be good at a particular kind of conversation; it is a skill 
not easily acquired because of the special demands it makes, and it is not 
a skill one can readily practise outside the classroom, since it is very rarely 
appropriate to any other circumstance. 

The studies we have just been discussing lend considerable weight to his 
argument. 

Classroom discourse is typically controlled by teacher questions that 
often demand quick, terse, factual answers and leave little time for 
children to respond, elaborate or reason out loud. Perhaps this ex-
plains, in part at least, why some children do not learn how to express 
their ideas, formulate their thoughts or say what they know. Further-
more, if the teacher asks all the questions, then he or she dictates the 
course of events - what will be thought about and when. We have to ask 
ourselves whether this provides the pupils with opportunities to plan, 
regulate, reason and explain themselves. 

The issue of questioning and its role in teaching is a deeply conten-
tious one that has aroused much heat and debate in education. As 
Gordon Wells (1992) observes, even those who subscribe to a neo-
Vygotskian perspective are divided in their attitude towards the topic. 
Newman, Griffin and Cole (1989), for example, argue that the three-
part structure of the question exchange used by teachers to encourage 
children to display what they think and know is 'quite nicely designed' 
to fit this purpose. And yet, as we have seen, it can also be argued that, 
used to excess, this strategy can inhibit pupil participation. Wells 
suggests that this conflict of view is symptomatic of a tension in neo-
Vygotksian thinking itself. The cultural reproduction of knowledge 
demands that teachers structure and direct interactions with pupils to 
ensure that they are helped to make sense of the tasks they are set and 
come to the 'right answers'. On the other hand, learning and teaching 
should 'not be concerned only with cultural reproduction . . . It is 
equally important that pupils gain confidence in their ability to find 
their own solutions to problems . . . As important as teacher input, 
therefore, is the opportunity for pupils to pose their own problems . . . 
and to ask questions to which they themselves wish to find answers' (pp. 
296-7). The issue of teacher control and pupil initiative is, as one might 
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expect, central to many arguments about the nature of the learning 
process. It will re-surface in this volume when we consider teaching and 
learning in mathematics. 

This dispute aside, it seems clear, as Brown and her co-workers 
suggest, that many children need more involvement in activities de-
signed to help them to learn how to listen to and use language 
informatively and thoughtfully. Their evidence demonstrates that 
children can improve their own levels of performance. What the longer-
term effects on such children's educational performance might be we 
discuss in the final two chapters. The researchers provide examples of 
the kind of materials that can be used to make this possible and show 
how teachers can analyse and evaluate their children's performance to 
monitor progress. Offering more opportunities for linguistic initiative 
to the child is not an abdication of teacher responsibility if and when 
the activities are structured carefully, managed effectively and evalu-
ated properly. 

Summary 

I have deliberately juxtaposed research into the early stages of chil-
dren's communicative development - which paints a rather rosy and 
romantic picture - with investigations of how some children perform 
in the latter years of their school life which portray a situation closer to 
that described by Bernstein. I have used this device for two reasons, one 
theoretical and the other more practical. Research into the development 
of language in early childhood fits in well with nativist theories. The 
research into children's understanding of other people's minds also fits 
well into neo-Piagetian accounts such as those put forward by Karmiloff-
Smith and Halford. Each of these approaches stresses the natural 
competence that children bring to bear on the task of making sense of 
and to others. 

But why, if development is so naturally and internally regulated, do 
so many children appear to have problems in communication (at least 
in some situations) as they reach the end of schooling? Why are so many 
seemingly so restricted in their ability to use language informatively? 
One could, I suppose, extend Labov's criticism to argue that, by not 
exploring children's performance in out-of-school contexts, Brown and 
her colleagues obtained an underestimate of their competence. As far 
as I am aware, no such observations have been made. It could also be 
argued that the children had reached some natural ceiling of linguistic 
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and cognitive achievement. But neither of these possible explanations 
is consistent with the findings which show that, even within a relatively 
short time and after modest amounts of experience, children showed 
measurable gains in performance. 

An alternative view, following Vygotsky, Bruner, Wells and others, 
is that children need specific kinds of communicative experiences and 
some external support in order to develop uses of language beyond 
those demanded by everyday conversation. Throughout the years of 
schooling, children's use and expertise in various functions of language 
develop. These developments can be detected in fine-grained but 
important changes in the way in which they use a variety of linguistic 
processes that are involved in producing sustained, coherent narratives 
and in both giving and understanding information. We should expect 
to find that a child's ability to employ determiners, pronouns and a 
variety of linguistic devices improves through a stage of hesitant 
dysfluency and self-correction to smooth, well-organized and compre-
hensible creation of verbal text. 

We have examined evidence which demonstrates that some, prob-
ably many, children do not achieve such fluency and, outside relaxed 
and relatively undemanding conversation, face considerable difficulties 
in trying to explain themselves or instruct others. Such findings rule out 
any supposition that these aspects of linguistic function come about 
'naturally' or inevitably. They demand specific types of experience. The 
fact that a significant proportion of adolescents are poor at giving a 
good account of themselves when asked to inform and explain suggests 
that schools need to do more if they are not to see children leave their 
gates for the last time unable to exploit their communicative resources 
to the full. Classroom-based studies show that children and adolescents 
can be helped to become more articulate, fluent and confident in their 
powers of self-expression. 

We have also considered the challenges that communication in the 
classroom creates for teachers. What appears to be the dominant 
teaching register, involving frequent teacher-directed questions, may be 
effective in achieving certain managerial and instructional ends, but it 
seems unlikely to provide good conditions for developing children's 
powers as narrators, informants and, perhaps, self-regulating learners. 
The challenges confronting the teacher are far from trivial and demand 
considerable expertise in what are very special forms of communica-
tion. 

I have already drawn attention to the implications of special linguistic 
problems for our discussions of children's learning and thinking. 
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Language and cognition are fused in verbal reasoning. Comprehension 
problems, which arise because children have yet to master specific 
features of language use and structure, act as a barrier to learning and 
understanding. Lacking expertise in the processes of creating coherent, 
'disembedded' or 'decontextualized' accounts of what they know and 
understand, children may appear intellectually incompetent when, in 
reality, they are still grappling with the problem of making sense to 
other people. This process takes time and creates many challenges for 
both pupils and teachers. 

In the next chapter, we explore more fully the proposition that in 
'learning how to mean' (to borrow a phrase from Halliday, 1975) 
children not only advance their expressive linguistic abilities but also 
discover how to regulate, plan, evaluate and monitor their own 
intellectual activities. If sound, this proposition implies that the nature 
and quality of classroom discourse plays a vital role in developing a 
child's ability to learn and to reason analytically. Our attention shifts 
from talking and listening to consider the development of reading and 
writing. Though obviously related, in that literacy is 'parasitic' on the 
spoken word, there are many important differences between these two 
modes of communication. Learning to read and write promises more 
benefits than access to new ways of learning, instruction and recreation 
- as we shall see. 



7 
The literate mind 

In rhc UK, children usually move from primary into secondary 
schools at around eleven years of age. When they make the move, 
they begin their preparations lor puhlic examinations. The curricu-
lum in secondary schools is usually quite different from that followed 
in the primary school. It is expected thar most if not all children will 
have learned to read well enough in the primary school to begin 
reading to learn in the secondary years, for example. Facility with the 
written word becomes increasingly important as secondary school-
ing proceeds. Some children over Lhe age of eleven still find writing 
and reading difficult, however. We explore some of the reasons why 
these children find the achievement of literacy difficult and what 
might be done to help them. 

In order to understand how children learn to read and write and 
to identity the learning difficulties that some of them face, we will 
need to explore connections between spoken and written language. 
I low does learning to read and write relate to what pre-literate 
children know and can do with their spoken language? As we saw in 
chapter 5. many students of child language have been impressed wirh 
the apparent ease and speed with which young children master their 
mother tongue. As we shall sec here, however, we have lo draw some 
distinctions bcLwccn being able to use and comprehend spoken 
language on rhc one hand, and achieving a degree of conscious 
awareness of the structure and use of language on the other. Unless 
the child comes to understand, tor example, how it is that words and 
longer utterances can be broken up and represented in terms of a 
common set of written elements, then she is likely to find lhe task of 
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learning to read and write a daunting one. So, we need to examine 
what it is thai children understand about the sounds and structures 
of spoken language as they embark on the task of learning to read. 

In company with Vygotsky, some psychologists and anthropolo-
gists believe thar the development of literacy leads to stage-like 
changes in linguistic and intellectual abilities. On this account, both 
our knowledge and use of language are transformed by learning hov\ 
to read and write. Such a view motivates a search for differences 
between spoken and written language and to an exploration of the 
idea thai writing is not simply speech written down. Rather, new 
'theories" about the structure, and function of language are made 
possible by the invention and acquisition of literacy, both in the child 
and in a culture. If this is true, then v\c should expect, to find changes 
in ways in which language is structured and used that come ahout 
through literacy. Wc will also explore the idea that written language 
leads to important changes in thinking. Indeed, if wc are lo believe 
some theorists, it underpins the development of abstract, logical 
reasoning itself. All of this leads us on to discuss the effects of poor 
literary skills on children's thinking and academic prospects: hence 
the title, 'The literate mind'. 

We begin the chapter with an exploration of Piaget's view that the 
onset of adolescence usually sees a change in the nature of children's 
intelligence. More specifically, we examine his theory and alterna-
tives to it about the relation between logic and thinking. This topic, 
difficult though it is, provides us with a way ot comparing and 
contrasting theories which argue that formal, logical reasoning is a 
product of literacy with the view that it emerges as a natural product 
of development. I'.vcn more fundamentally, we will find ourselves 
asking if the rules of logic, whatever their origins, provide a useful 
framework for thinking about the development ot thinking at all. 
And all of this achieves practical significance when we come to 
consider the issue of if, how and when formal reasoning influences 
'readiness' for learning in the later years of schooling. 

Logic, literacy and reasoning? 

Let us start with Piaget's views on the nature of mature, logical 
thinking. These are not easy to summarize or to evaluate. So why 
bother? Why should we concern ourselves with an issue, namely the 
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relation between logic and everyday thinking, that has taxed the minds 
of philosophers and psychologists for many years yet still remains 
unresolved? Well, as I hope to show, it is not really possible to evaluate 
Piaget's theory or its educational implications without some sense of 
where, in Piaget's view, the developing structure of the mind culminates. 
In his theory, intellectual development has an ultimate destiny or 
destination. Cognitive structures are driven towards a specific, struc-
tural end point, a state of ultimate stability and equilibrium, which 
involves the achievement of a sense of logical necessity. The natural 
direction followed in intellectual development leads to the stages and 
structures that we have already considered. If we decide that Piaget's 
account of the nature of mature, logical thinking is unacceptable, then 
we must be prepared to reject or revise both his account of children's 
thinking and the constraints imposed by the proposed stages of 
intelligence upon the nature of learning and understanding, teaching 
and explaining. 

Evaluation of the theory is difficult for a number of reasons. First, 
Piaget never suggested that adults typically reason in logical terms. A 
good deal of everyday thinking is practical and intuitive, not formal 
and logical. Consequently, as we see later, though there are several 
lines of evidence which show that even highly educated people 
(including those trained in logic) find it very difficult to think in formal 
logical terms, Piagetians might argue that this does not refute the 
theory. Piaget never implied that logical thought was easy, as far as I 
am aware. 

A second source of problems comes from the fact that Piaget 
appeared to modify his own theory about the formal operational stage 
of development. He seems to have accepted that this stage, unlike the 
earlier ones, may not emerge from self-directed, everyday interactions 
in the world but from specific educational experiences. For instance, the 
study of mathematics and learning how to plan and conduct scientific 
experiments may provide the cognitive demands and intellectual prob-
lems that foster the emergence of formal, deductive reasoning. There-
fore, evidence which shows that people from some parts of the world 
seem unable to solve problems involving hypothetical, propositional 
reasoning (I will give examples later) cannot be used to reject the theory 
(Piaget, 1971, pp. 94-6). Like several other major theorists, including 
Vygotsky, Bruner and Donaldson, Piaget accepted the importance of a 
fluent, articulate command of language to foster the transition from 
concrete to formal operational thinking. Although he argued that logic 
arises from action, not language, he accepted that verbal reasoning is 
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a major vehicle or medium upon which logical operations operate. 
Thus, evidence demonstrating the importance of linguistic abilities (like 
the capacity to read and write fluently) in the development of logical 
reasoning also leaves the theory untouched. 

There are relations between the ability to reason in hypothetical, 
logical terms and literacy. For example, those people from non-literate 
cultures who have been studied to date fail to give evidence of formal 
reasoning. Most very deaf children, those who are born deaf or become 
deaf before learning to talk, eventually solve concrete operational 
problems but not formal operational ones - that is, problems which 
involve abstract or hypothetical ideas. I will give some examples of such 
problems later. The vast majority of them also fail to achieve functional 
literacy (Wood et al. 1986). 

Such empirical relations between literacy and logical reasoning have 
led some theorists, like David Olson (1977), to conclude that learning 
to read and write fluently is what makes possible the achievement of 
deductive logic, both in the individual and in a culture. 

In learning to read, children have to reflect upon the structures of 
language. Their knowledge of words, syntax and the process of 
communication becomes more 'objective' as a result. They read 
about things that they have never experienced, which may be hypo-
thetical, imaginary and abstract. To achieve this end, they must be able 
to use and understand language without many of the contextual bases 
for achieving mutual comprehension that exist in speech. Their 
attention, in short, is drawn to the syntax of language. Because the 
written word endures, and permits review, analysis and comparisons 
between ideas that may have been written down at very different 
times, any inconsistencies implicit in text - contradictions, for exam-
ple - are more likely to come to light than they are from speech, which 
is fleeting and not memorized literally. The increased powers of 
memory and the greater opportunity for detailed analysis of language 
afforded by written text enables the literate culture to reflect upon and 
evaluate its competing ideas, histories, opportunities, experiences and 
so on. 

So, an explicit awareness of the formal structure of language and an 
analytic attitude to communication, fostered by the written word, 
combine to produce a stage-like change in thinking. The tests, rules and 
practices implicit in practical logic, what Piagetians refer to as concrete 
operational thinking, may now be applied to (hypothetical) proposi-
tions found in text. Statements about events or things that have never 
been directly experienced can be tested for consistency or conflict with 
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other statements. Statements thus become propositions and reasoning 
about them becomes more formal and logical. 

Piagetians, I suppose, might counter that experiences gained in the 
course of doing science and mathematics are as important, if not more 
so, than literacy. Perhaps the achievement of logical thinking is what 
makes fluent reading and writing possible? 

Finally, one source of my difficulty in writing this chapter stems from 
the status of the educational implications that we have been drawing 
from the theory. As I mentioned in the opening chapter, Piaget wrote 
little, and that reluctantly, about such educational implications. Many 
of the recommended applications of the theory have been left to others 
(e.g. Schwebel and Raph, 1974). I will be arguing in this chapter and the 
next that the competence, knowledge and skills that we seek to pass on 
to children through education have little or nothing to do with helping 
them to learn how to reason in formal, logical terms. Being a competent, 
intelligent, moral, creative and adaptive member of our culture does not 
rest on a capacity to think as a logician. But this may not be incompat-
ible with Piaget's theory of mind. Perhaps he would agree that, in 
everyday social life, logical operations and a sense of logical necessity 
are not often brought into play. Many people in other cultures lead 
adaptive, competent lives even though they fail to solve problems 
involving formal logic. Perhaps the very limited scope of the theory, 
judged in relation to what is involved in competent everyday activity 
and reasoning, is why Piaget wrote so little about education. I don't 
know. 

A detailed examination of research into adult reasoning (e.g. 
Johnson-Laird, 1983), coupled with recent theoretical analyses by 
philosophers concerning the relation between formal logic and rea-
soning (Boden, 1979), seem, to my mind, to demonstrate that Piaget's 
use of formal logic as a framework for analysing rational human 
thought is of limited value. Trying to describe, assess and foster 
intellectual competence in children, adolescents and adults has little or 
nothing to do with helping them to construct or discover general-
purpose logical operations. Others, of course, are free to reach their 
own conclusions. 

In the next few pages, we look at the issue of 'logicism' in two 
ways. We ask if, measured against the rules of (one variety of) formal 
logic, adults emerge as 'sloppy logicians'. More positively, we explore 
some reasons why our everyday talk and thought should not be 
measured against logic at all but studied and described in quite 
different terms. 
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Thinking in childhood and adolescence 

In the UK, children move into secondary schools at eleven years of age 
and most begin 'serious' preparation for public examinations two years 
later. Is this timing purely arbitrary, or are the educational demands 
placed on children changed at this age because the child is in some way 
'ready' to meet new intellectual challenges? As we have seen, children's 
powers of concentration, their ability to study, pay attention, memorize 
and think analytically, to talk informatively and listen critically, all 
develop throughout the early school years (and beyond). Most children 
in the UK leaving primary school should have achieved a grasp of the 
foundations of literacy and mathematics and will have developed some 
ability to listen, as members of a group, to sustained episodes of 
narrative and explanation. Perhaps, then, most children are prepared 
for the study of a wider, more formal curriculum. 

There are several lines of evidence, which I will consider later, that 
point to some important 'discontinuities' in the linguistic, communica-
tive and intellectual abilities of children between the ages of eleven and 
thirteen years. We have already explored evidence for and against the 
view that an important change in cognitive abilities occurs between the 
ages of five and seven years. Allied to this were discussions of the issue 
of 'readiness' for learning and different theoretical perspectives on it. 
The same set of questions emerges again in this chapter in relation to 
a proposed change in stage of development that usually occurs in early 
adolescence. If we decide that adolescents think in different ways from 
younger children, then it follows that the nature of the educational 
demands we make of them might quite properly be different in kind. 

We must also explore the influences that might lead to the different 
levels of competence in the child at eleven and thirteen, and ask how far 
these are part and parcel of the general stream of development or a 
direct and specific product of education. This will bring us, eventually, 
to a consideration of the impact of literacy on intellectual abilities. 
Reading has served, traditionally, as a major avenue for gaining access 
to information - that is, we read in order to learn, to be informed and 
entertained. Perhaps the advent of other means of mass communica-
tion, like film and video-recordings, promises to obviate the need for 
text or to render literacy less educationally important than it has been 
in the past. Or does the ability to read help to foster intellectual abilities 
and ways of thinking that cannot readily be developed in other ways? 
That is the question we will consider later in this chapter. First, 



The literate mind 187 

however, we explore the view that changes in the ability to learn, think 
and communicate occur as 'natural' developments accompanying the 
onset of puberty. 

Another shift at age thirteen? 
As I have tried to explain in earlier chapters, according to Piaget the 
patterns, regularities and implicit structures that are discovered by the 
child as she acts on the world lead to the construction of concrete 
operations. The infant and child, like all of us, are naturally intolerant 
of ambiguity and paradox. We cannot live comfortably with conflicting 
ideas about the same phenomenon, nor can we perform two mutually 
exclusive actions at the same time. Consequently, we are driven to 
create ever more all-embracing and internally consistent intellectual 
schemes. Thus, eventually, we construct and understand logic. The 
adolescent is in the business of constructing a more abstract logic than 
she entertained during the concrete operational stage - one founded in 
formal operations which permit the application of logic to propositions 
about the world and not simply to 'reality' itself. Thus, the thinking of 
the adolescent differs from that of the younger child in a number of 
important respects. Let me cite a few examples to illustrate the main 
differences between concrete and formal ways of thinking. 

An often used example of a problem whose understanding demands 
the exercise of formal operational thinking involves the workings of the 
humble beam balance which we met in chapter 4. If children aged, say, 
nine or ten are asked to discover and formulate the principles which 
dictate the workings of such a balance, they will probably discover the 
fact that adding weights to one side of a balanced beam will cause it to 
tilt. They are also likely to discover, through experiment, that balance 
can be destroyed by moving a weight on one side further from the 
fulcrum or by moving one closer to it. When they achieve formal 
operational thinking, they may appreciate the fact that weight and 
distance interact in very specific ways ( according to 'laws' ) to dictate the 
phenomenon of balance. They will discover how to calculate and 
comprehend abstract concepts that physicists have chosen to call 
'moment' and 'torque'. 

But concrete operationalists, though not devoid of intuitions and 
hypotheses about how beams balance, are not intellectually equipped 
to discover or grasp such abstract hypothetical concepts. They will 
appreciate, for example, that reversing a concrete operation annuls any 
change it brought about; so they are able to restore balance, say, by 
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replacing a weight previously taken off or by moving one back to a 
position that previously ensured balance. What they cannot do, accord-
ing to Piaget, is discover how to co-ordinate the effects of the two 
systems of concrete operations, i.e. one dictating the effects of weight 
and the other the effects of distance. Each of these systems has 
observable consequences on the behaviour of the balance. But to 
appreciate how they interact in order to grasp the abstract concept of 
a force requires a different form of reasoning. 

Suppose we attempt to teach this concept to concrete operational 
children by using mathematical procedures. We might introduce them 
to the concept of 'commutativity'. So, we show them, say, that five units 
of weight (all objects used are of the same weight for the purposes of this 
experiment) on one side of the beam create a balance with one unit of 
weight which is five times as far from the fulcrum as that occupied by 
the five weights. Thus, we show them that 5(weight) x 1 (distance) = 
1 (weight) x 5(distance). In essence, what we are trying to teach them is 
that the (constant) units, weight and distance, are commutative. 

We then proceed to show them, using equations, that a numerical 
equivalence of the sums of products which represent the state of affairs 
on the two sides of the beam (e.g. (2 x 3) + (4 x 1) = (2 x 5)) always 
ensures balance, while any non-equivalence revealed will turn out not 
to balance. At this point, if they understand, children need not resort to 
further experiment. Having discovered the principles governing the 
phenomena in question, they realize that mathematics can be used, with 
certainty, to predict what would and must happen were they to test out 
any predicted outcomes. In so doing, they are also beginning to grasp 
the concept of an 'equation' and its relation to nature. 

Understanding the concept of the 'moment' and the relation between 
the behaviour of the beam balance and mathematical equations de-
mands formal operational thinking. A moment cannot be 'seen', it must 
be constructed. It is not a direct product of observation, nor the visible 
result of concrete actions (like adding weights or changing distances) 
but an intellectual construct which, when grasped, enables us to 
understand the 'deeper' or more abstract workings of nature. We are 
driven to create abstract concepts because we cannot make sense of 
natural phenomena without them. Nature 'obliges' us to construct 
abstract concepts and formal operations when we seek to understand 
and control it. 

I will return to the issue of teaching and learning such abstract 
concepts in the next chapter. For the moment, I hope that this example 
serves to convey some sense of how and why Piaget distinguishes 
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between concrete and formal operations. The former relate directly to 
perceived and tangible changes that occur as a product of specific 
actions, while the latter operate on and yield abstract concepts like the 
moment. This example also illustrates another general feature of 
Piaget's analysis of development. Intellectual demands that children 
have faced and mastered at one stage of development re-surface in a 
different form at the next stage. For instance, recall the example used 
in chapter 3 to illustrate the relation between concepts of number and 
the activity of counting. Numerical symbols and mathematical proce-
dures only have meaning for a child when she has constructed the 
concepts to which they refer. Similarly, whilst we may be able to teach 
children under eleven years of age to manipulate equations to produce 
the 'right' answers, we should not assume that this means that they 
understand the phenomena that such procedures are designed to 
'explain', model or predict. The child has to abstract, co-ordinate and 
construct in order to appreciate the ways in which such procedures 
serve to represent reality. 

The intellectual divide befweenprocedural knowledge, like knowing 
how to 'solve' equations, and conceptual understanding, such as that 
needed to grasp the connections between equations and physical 
phenomena, is surely real and important. How many times have we 
ourselves experienced the phenomenon of manipulating symbols with-
out knowing what it is they really mean? Concepts of 'force', 'mass', 
'acceleration', the quadratic function, differentiation and integration -
how many children are 'taught' how to do sums and experiments which 
implicate such concepts without grasping what they mean on earth} 

More is at stake, however, than agreement over the distinction 
between procedural skills and conceptual understanding. If one accepts 
Piaget's analysis, then it follows not only that the pre-adolescent cannot 
be schooled in the mathematics of physics but also that his or her stage 
of development militates against all forms of hypothetical formal 
reasoning. Consider, for instance, abstract concepts like 'money', 
'profit', 'honesty', 'fairness', 'time', 'socialization', or 'rights' and 
'obligations'. Some terms like these probably possess some meaning for 
primary school children. In some sense they know what it means to be 
'honest' or 'fair'. They can grasp some sense of history and the fact that 
people in different countries live in different ways. But a formal and 
abstract understanding of such concepts, by definition, demands an 
ability to transcend 'common experience' and the construction of 
concepts that, while 'embodied' in everyday experiences, like a pound 
coin or sharing sweets, are not visibly present in them. An abstract 
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understanding of economics, for example, involves the realization that 
our own notion of 'money' is part of only one system whereby people 
manage to co-ordinate and distribute the fruits, products and costs of 
their individual labour. Barter, cattle, members of one sex, may all serve 
the same 'purpose' in different economic systems. The notion that all 
societies encounter common needs and have to fulfil similar functions 
in order to survive and reproduce is an intellectual construction, not a 
'visible' phenomenon. There may be little in common between the 
currencies of different lands, but their equivalence, in terms of the role 
they play in social organization, may be grasped if one can think 
abstractly in terms of certain propositions about how societies operate. 
What is at stake here is not simply whether one believes or subscribes 
to a particular theory of economics but the intellectual capacity to 
entertain abstract, hypothetical propositions about the subject which 
can be reasoned about in a disciplined and logical way. 

If one accepts such views on the differences between adolescent and 
child thinking, it follows that many lessons, whether in economics, 
sociology, history, geography, psychology or whatever, will be closed 
to pre-adolescent children whenever they demand an ability to grasp 
formal notions of equivalence, such as an abstract concept of 'money' 
that embraces many different fiscal systems. The emergence of such 
concepts is made possible by the development of abstract, hypothetical 
and formal systems of reasoning. 

Logicism 

The elegance and power of Piaget's theory stem, in part, from his view 
that the structure of intelligence develops towards increasing levels of 
abstraction, generality and stability. Once a given phenomenon can be 
represented in formal, logical terms, its conclusions are irresistible and 
enduring. This does not mean, of course, that learning, creativity, new 
ideas and fresh insights terminate with the development of formal 
operations. Logic is, arguably at least, not the source of most of our 
insights. Further, an argument might well be logically compelling yet 
still prove wrong because the premises or assumptions upon which it is 
based, from which inferences are drawn, may be at variance with 
reality. A new discovery or observation, a novel way of looking at a 
phenomenon (like Newton's perception of the significance of the fact 
that apples fall from tree to ground, or Archimedes' supposed insight 
in his bath) may lead to changes in assumptions about the nature of the 
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world and, eventually, to the displacement (sorry, Archimedes) of a 
previously held theory. That theory may have been logically compel-
ling, but its explanatory power limited because it was based on an 
assumption or a set of assumptions that neglect what are discovered to 
be important aspects of the phenomena the theory seeks to explain. 

Piaget's view of adolescent intelligence illustrates the divide be-
tween logic and reality. Although the adolescent's thinking is structur-
ally completed with the achievement of formal operations, it does not 
follow that learning is at an end, nor does it mean that they understand 
the world in the same way as more mature members of their society. 
However, the form of adolescent learning is different in kind from that 
of younger children. The 'task' of the adolescent is, so to speak, to 
'play' with logic, to deduce the conclusions that are implicit in her 
'theories' of the world and to test these against reality. In this way, she 
comes to resemble the scientist, who tests the hypotheses and deduc-
tions that he draws, logically, from the structure of his theory. Piaget's 
portrayal of adolescents seems somewhat harsh. In 1940, for example, 
he wrote: 

Adolescent egocentricity is manifested by belief in the omnipotence of 
reflection, as though the world should submit itself to idealistic schemes 
rather than to systems of reality. It is the metaphysical age par excellence; 
the self is strong enough to reconstruct the universe and big enough to 
incorporate it. 

I think this quotation illustrates a number of features of Piaget's 
thinking about the relation between formal reasoning and reality. In the 
first place, the fact that he suggests that 'the world should submit itself 
to idealistic systems of reality' demonstrates that while his view is that 
intelligence is pushed towards the construction of formal operations, it 
does not follow that it guarantees the discovery of real-world 'truth'. 
Logical proof (demonstrating that an argument is coherent and compel-
ling) and the demonstration of empirical or real-world validity (does 
the same argument work in practice?) are not the same thing. However, 
formal operations endow the adolescent with the competence to 
investigate the implications and practical value of her ideas. The 
idealism of adolescents, in this view, is a natural consequence of 
intellectual development. The task of the adolescent is to recognize that 
a view of the world that might be true 'ideally' may turn out, on further 
reflection, observation and experiment, to be 'unrealistic' and unwork-
able. So Piaget offers us a particular 'image' of adolescents and, 
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perhaps, helps us to understand why, to more mature minds, they often 
appear over-idealistic and hypercritical of the adult world. 

If we accept Piaget's theory of development, one embraces not only 
his description of what children and adolescents can and cannot do, but 
also the very important argument that the course of intellectual 
development is constrained by the construction and emergence of 
logical operations. So, to evaluate the theory, we must question the view 
that children are developing towards logical competence and the 
implication that mature thinking can be analysed in terms of formal 
logical operations. Let me explore this very difficult question with a few 
examples. 

One might accept the 'logic' of the following chain of reasoning yet 
know full well that the conclusion it entails does not make 'sense': 'All 
blue whales have pink feet. This is a blue whale. Therefore, it has pink 
feet. ' To employ an argument analogous to that used by Chomsky when 
demonstrating the 'independence' of grammar from meaning, one 
could say that such examples show that 'logic' and a sense of logical 
necessity (i.e. given certain assumptions, certain inferences must fol-
low) on the one hand, and what we might call 'common sense 
certainties' on the other, are different things. There are surely many 
good zoological and linguistic reasons why whales cannot have feet and 
still be called whales, and I doubt if any of us have ever seen a 'real' 
whale with pink feet. But this lack of 'sense' does not detract from the 
'logic' of the argument. Logic, then, is not synonymous with making 
'sense' and cannot be 'reduced' to it. 

Other 'logical' conclusions are not, however, so easily evaluated 
(Wason and Johnson-Laird, 1972). For example, look at the four 
symbols in figure 7.1. You are shown four cards, displaying a red 
square, a blue triangle, a consonant and a vowel. You are also informed 
that each card shown has a geometric shape on one side and a letter on 
the other. You are told that if a card has a red square on one side, then 
it must have a vowel on the other. Which cards need to be turned over 
in order to test this rule? First, note in passing that in everyday problem 
situations one would probably find it much easier and more efficient to 
turn over the lot than to spend time thinking about the 'logic' of the 
problem! 

Suppose I say that you must turn over the cards bearing the square 
and the vowel. Is that recommendation logically sound? No. Although 
most adults who have been tested with this problem say that this is the 
correct answer, they are, logically speaking, wrong. Why and how? 
Well, the rule does not imply that all vowels must bear a red square on 
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RED 

Figure 7.1 Wason's card-turning experiment 

their obverse side. Consider, for example, the statement, 'If a man is a 
Texan then he is tall.' Does it follow that any tall man must be a Texan? 
No. Nor does it follow that if you are told that a red square has a vowel 
on the other side then it must be the case that a card bearing a vowel 
must bear a red square. However, if a red square must have a vowel on 
its obverse side, then it follows that a card bearing a consonant must not 
have a red square on its other side. If it did, we would have discovered 
a red square which did not accompany a vowel, and this would violate 
the rule. So, we must turn over both the card bearing a red square (no 
consonant on the other side) and the one bearing a consonant (no red 
square on the other side). 

Given that the vast majority of adults (some of them trained 
logicians!) who have been tested with this problem get it wrong, does 
it follow that most of us are 'illogical', at least some of the time? Does 
it also mean that Piaget's analysis of the destination of intellectual 
development is indefensible? These, as I have already said, are hard 
questions. 

First, let us not lose sight of the fact that adults not only get logical 
problems 'wrong' but that they usually give the same logically incorrect 
answers. If most of us agree in our conclusions, does it not seem 
plausible to suppose that our verbal reasoning is governed by certain 
'rules' and that these are different from those implicated in formal 
logic? Why do we answer such questions in the way that we do? This 
is a difficult and controversial issue and I do not intend to spend a great 
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deal of time on it. However, let me consider a few possibilities which 
suggest that we are not 'obliged' to assume that logic provides a good 
'theory' of how people normally think. Let me illustrate this argument 
with evidence drawn from studies of formal reasoning undertaken with 
the help of people from non-schooled, non-literate societies. 

In a very extensive study of the Kpelle, a Liberian tribe, Cole and his 
colleagues (Cole et al., 1971) posed verbal problems of the following 
type to adults. 

Experimenter At one time spider went to a feast. He was told to 
answer this question before he could eat any of the 
food. The question is: Spider and black deer always 
eat together. Spider is eating. Is black deer eating? 

Subject Were they in the bush? 
E Yes. 
S They were eating together? 
E Spider and black deer always eat together. Spider is 

eating. Is black deer eating? 
S But I was not there. How can I answer such a 

question? 

(some time later, after the question had been repeated) 
S Oh, oh black deer was eating. 
E Black deer was eating? 
S Yes. 
E What is your reason for saying that black deer was 

eating? 
S The reason is that black deer always walks about all 

day eating green leaves in the bush. When it rests for 
a while it gets up again and goes to eat. 

The answers given by the adult Kpelle to this and other 'logical' 
problems suggest that drawing 'logically compelling' conclusions, 
seemingly so 'obvious' to mature members of our sort of society, is not 
a common practice for the Kpelle. On first sight, one might argue that 
the Kpelle are 'illogical' or unable to reason rationally (indeed, many 
early anthropologists reached such conclusions about 'primitive' minds ). 
However, a more serious analysis of what the Kpelle are doing in trying 
to 'make sense' of this, for them, curious social encounter with a 
foreigner, together with a consideration of our own 'failures of logic' 
such as those just illustrated, sheds a different light on the issue. 
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Permission rule form: If a customer is drinking an alcoholic beverage, he or she 
must be over the age of 21. 

Customer Customer Customer Customer 
A B C D looks 

drinking drinking over less than 
beer tea 50 18 

Figure 7.2 Wason's card-turning problem related to a pragmatic reasoning 
problem concerning legal permission to drink alcohol 

First, as Cole and his colleagues point out, the Kpelle assess the 
plausibility of what is said and, eventually, agree to give an answer to 
the (repeated) questions by testing them against their 'common sense' 
knowledge. They do not see the problem in 'formal' terms, to be tested 
against some rules of logic, but as a description of an (implausible) event 
or situation whose plausibility is to be assessed. The conclusions 
reached reflect the rationality of what is said measured against what is 
likely to happen in Kpelle experience. Looked at in this way, the Kpelle 
way of reasoning is not totally dissimilar to our own. 

Logic and reasoning 

Such observations lead us to three main questions. Why and how do the 
'rules' of logic and the practices of everyday reasoning diverge? If the 
rules of logic do not provide a valid model of mature, everyday 
reasoning, how do adults usually solve such problems? How, if at all, 
do children's powers of reasoning differ from adults'? 

Let us start to consider the first two questions with another example. 
Consider the problem, given in figure 7.2. This has a 'similar' structure 
to that invented by Peter Wason. The lower problem in the figure has 
a similar structure to the upper one. However, people usually answer 
the two problems differently. In the lower one, they are unlikely to turn 
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over the card B (no permission needed to drink tea) nor C (since 
someone of this age has permission to drink alcohol). They are likely to 
turn over D, because someone less than eighteen does not have 
permission to drink alcohol. The 'equivalent' cards in the Wason task 
are illustrated in the upper part of the figure. 

People generally find this task much easier than Wason's version and 
appear to reason about it 'more logically'. Why? Well, this problem can 
be solved by assimilating it to everyday experience. It is an example of 
what Cheng and Holyoak (1985) term a 'pragmatic-reasoning schema' : 
a set of rules or conventions which are socially prescribed to define the 
conditions under which certain goals or activities can legitimately be 
pursued. The particular problem illustrated relates to a 'permission 
schema', and its contents and structure are familiar to people whose 
cultures impose regulations on the consumption of alcohol. It provides 
a natural and familiar means for solving the problem. 

Sometimes, assimilation of a problem to such rules yields inferences 
which are both pragmatically acceptable (i.e. consistent with social 
conventions) and logically true (i.e. similar to the inferences validly 
drawn when such statements are treated as propositions). However, it 
is not the case, say, that most of us reason 'illogically' when solving 
Wason's problems and 'logically' when we reason about Cheng and 
Holyoak's. Rather, in each case we assimilate the problem given to rules 
based on pragmatic, everyday reasoning; it is just that in one case these 
rules and Schemas generate answers which happen to coincide with 
logic, whereas in the other they do not. When college students were 
given prior training in the rules of deductive logic, they did not show 
much improvement on Wason's problem. Even though, in some sense, 
they 'knew' the appropriate rules, they did not apply them, continuing 
to interpret the problem by assimilating it to Schemas based on everyday 
reasoning. 

So, the theory that we often assimilate 'logical' problems to prag-
matic reasoning Schemas helps to explain why, in some circumstances, 
everyday reasoning and logical thinking diverge. As we saw in 
Donaldson's studies of young children, and those undertaken by Cole 
and his colleagues of the Kpelle, performance on experimental tasks can 
also be explained by the way in which people, young and old, try to 
assimilate such problems to their everyday knowledge. They attempt to 
solve them by reference to analogous situations drawn from common 
experience. 

Although such studies illustrate how and why everyday, pragmatic 
reasoning differs from logical rules and whilst they invite a rejection of 
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Problem: What conclusions can be drawn from the following premises: 

No children are adults. Some adults are scientists. 

No children are adults. 

child 
child 
child 

Model 1 

adult 
adult 
adult 

Some adults are scientists. 

child 
child 
child 

Model 2 

Model 3 

child 
child 
child 

child 
child 
child 

adult = 
adult = 
(adult) 

= 
adult = 
adult = 
(adult) 

_ 
= 
= 

scientist 
scientist 
(scientist) 

scientist 

scientist 
scientist 

scientist 
scientist 
scientist 

adult : 
adult : 
(adult) 

scientist 
scientist 

Conclusion: Some scientists are not children. 

In Model 1 an (arbitrary) number of children is imagined in a separate mental category from adults (since 
no children are adults). Model 1 is also consistent with the premise that some of the adults are scientists. 
However, Model 2 is also consistent with the premises since it is not said that no children are scientists. 
Model 3 , in which all children are represented as scientists, is also logically consistent with the premises. 
But, since some adults are scientists, it follows that some scientists are not children. A common type of error 
is to accept the first mental model as the only possible one and not to construct all possible models which 
are consistent with the premises. 

Figure 7.3 Mental models and logical reasoning 
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'psycho-logic' as a basis for understanding how people think, there are 
still theoretical arguments about the nature and origins of 'formal' 
reasoning. 

Johnson-Laird (1983) argues that adults tackle abstract logical 
problems such as that illustrated in figure 7.3 by constructing 'mental 
models' of the state of affairs they describe. On some problems, 
however, construction and consideration of only a single model will 
not suffice. Thus, asked to say what inferences might legitimately be 
drawn from the propositions that 'No children are adults' and 'Some 
adults are scientists', a model which is likely to spring to mind has the 
structure represented in Model 1 of figure 7.3. The model implies that 
we mentally 'separate' a set of tokens to represent children and a set 
representing adults. The use of brackets is a convention indicating 
that, in our mental model, we acknowledge that there are adults who 
may not be scientists and scientists who may not be adults. But this is 
not the only model that is consistent with the premises. A little 
reflection will reveal the fact that Models 2 and 3 are also consistent 
with them and support the conclusion that since some adults are 
scientists, there must be some scientists who are not children. 

Johnson-Laird's theory of mental models helps to explain why some 
'logical' problems are easy because they only demand the construction 
and interpretation of one model, whilst others, like that just illustrated, 
are difficult because we need to construct and evaluate several different 
models which are consistent with the information given. 

Johnson-Laird's theory is 'domain independent' in the sense that 
such models can be constructed without any reference to the meaning 
or plausibility of the problem content. However, the kind of problems 
studied by Cheng and others demonstrate that we typically draw upon 
specific knowledge derived from everyday experience in reasoning and, 
hence, illustrate that the way in which adults typically think in such 
situations rests on the meaning of problem content. Herein lies the 
source of debate about the extent to which logical reasoning involves 
the achievement of domain-independent ways of thinking. The argu-
ment here is not about whether or not we use formal rules of deductive 
inference (all agree that we do not) but whether our mental models 
culminate in the discovery or construction of domain-independent, or 
'decontextualized', ways of thinking. 

Halford, as we have seen, builds upon the concept of mental models 
and upon the view that reasoning involves drawing analogies from 
everyday experience to construct a theory of how children think at 
different stages of development. 
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Figure 7.4 Transitive-inference problem: reasoning by analogy 

Children may fail to solve problems which entail drawing inferences 
because they are too impulsive and accept the first model that comes to 
mind as the only possibility. They may also lack effective resources and/ 
or strategies for memorizing the results of their model-making. How-
ever, Halford, as we saw in chapter 3, argues that children are also able 
to process less information simultaneously than adults. Recall his 
argument that, like adults, children attempt to solve problems such as 
'Who is tallest if John is taller than Peter and Peter is taller than Alan?' 
by constructing mental models and that these rest on analogues of 
previous experience. Thus, any concrete experience that a child has had 
which involves the construction of ordered sets or lists can be exploited 
as the basis for a model. For instance, if the child has had experience in 
sorting sets of three blocks into a size-ordered array, this can be used 
to solve the verbally stated problem by mapping each element of the 
verbal problem onto a mental model based on this analogue of everyday 
experience (see figure 7.4). 

If, however, children are more limited than adults in how much 
information they can process, either because their speed of mental 
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processing is slower (Chase) or because they have more restricted 
processing capability (Halford), then we should not expect them to 
solve logical problems like those in figure 7.3 because they do not 
possess the mental resources to build models which incorporate all the 
necessary relations. Thus, on this view, whilst both adults and children 
share the same ways of reasoning, what children can think about 
changes with age as the capacity to construct increasingly complex 
mental models develops. And if this general view is correct, then there 
are marked discontinuities in cognitive development. 

Language in talk and text 

Other students of child development, as we have seen in preceding 
chapters, emphasize the role of language and schooling in the formation 
of abstract reasoning. In chapter 1, we saw that Vygotsky argued that 
schooling and instruction involve the transmission of scientific ways of 
thinking and inculcate in children the development of 'self-regulation'. 
He also argued that learning to read leads to important and far-reaching 
changes in the nature of children's knowledge and use of language. In 
becoming literate, children do not simply learn 'another way' of 
communicating or a new 'code' for representing speech. Rather, writing 
and reading make novel demands on children and involve them in 
learning how to exploit new functions of language. Text is not simply 
speech written down, nor is writing merely the substitution of visible 
symbols for acoustic ones. Both reading and writing involve ways of 
communicating that transform the nature of children's knowledge of 
language and lead to more analytical ways of thinking. 

Let me outline, briefly, the main aspects of Vygotsky's argument in 
the light of recent studies of children learning to read and write. In 
chapter 5 I introduced and tried to illustrate the way in which linguists 
traditionally analyse the nature of language. The term 'phoneme' refers 
to the theoretical 'units' of speech sounds which form the building 
blocks of languages. Morphemes are units of meaning comprising one 
or more phonemes. Some morphemes, recall, like 'dog', 'cat', 'green', 
are termed 'free' in that they can stand alone and still convey meaning, 
whilst others, like verb inflexions and markers of plurality, are only 
meaningful when combined with free morphemes. 

The analysis of 'prosodie' features of speech drew our attention to 
phenomena, like stress, intonation patterns and pauses, that help to 
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convey emotion and emphasis, to differentiate questions from state-
ments, commands from requests, and to convey attitudes like sarcasm, 
irony and secrecy. The rules that govern how morphemes and words are 
structured to form grammatical utterances are labelled rules of syntax. 
Semantics and pragmatics refer to the analysis of linguistic meaning. 
They include, among other things, the study of how the meaning of 
utterances is influenced by factors like the relationship between the 
speaker and hearer and the social context. 

Although, as far as I am aware, Vygotsky did not undertake his 
analysis of the differences between spoken and written language in this 
terminology, I don't think it will do any marked injustice to his views 
to reformulate them in such terms. This strategy also has the advantage 
of allowing me to relate his pioneering analysis to contemporary studies 
of literacy and its development. 

Literacy and decontextualization 
When two or more people are engaged in face-to-face conversation, 
communication between them rests on much more than the words they 
use and any grammatical rules they exploit, as we saw in the previous 
chapter. When children begin to write, they are likely to find the process 
difficult and demanding, not only because writing makes unusual 
demands on their bodily control, manual dexterity and powers of 
perception and attention - though such things in themselves are 
difficult enough. They also face a new range of intellectual challenges. 
Unlike face-to-face conversations, where responsibility for mutual 
understanding is shared between speakers and listeners, solitary writ-
ing requires children to bear all the burden of responsibility for making 
what they are trying to mean intelligible and accessible to their 
reader(s). When they talk with others, they know who it is that they 
must make sense to. If what they say is ambiguous, unclear or 
unintelligible, then the person or people they are talking to may ask 
questions, seek clarification or ask for elaboration. Writing on her own, 
however, the child must learn how to anticipate likely sources of 
misunderstanding and take them into account, when she may not know 
who it is she is writing to or for. 

Looked at in this way, the effective writer must act both as the 
presenter and the receiver of communication. It should come as no 
surprise to find, then, that children who modify and correct what they 
write as they go along usually write more intelligibly and grammatically 
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than children who do not edit their own work. Self-correction, as I have 
argued before, is evidence of the fact that children are involved in self-
instruction towards the achievement of goals. They realize that what 
they write may not necessarily be comprehensible or readable. They do 
not assume that because they themselves know what they mean by what 
they write, other people will. They are 'de-centring' or 'disembedding' 
their ideas as they read what they write to evaluate its accuracy and 
accessibility. 

Externalizing our ideas, imaginings, thoughts and feelings in such a 
way that they are put into a verbal context, sequenced in an understand-
able way and expressed unambiguously in a written medium is not a 
simple extension of what we do when we participate in conversations. 
In the last chapter, I outlined some of the problems that children face 
when they are asked to narrate their experiences and views. In these 
circumstances, children have to 'take on the role of the listener', de-
centre or de-contextualize their thinking. We might expect, therefore, 
that such experiences provide a bridge into literacy. This idea has been 
put forward by a number of students of child language and literacy (e.g. 
Perera, 1984; Romaine, 1984). The work of Brown and her colleagues 
referred to at the end of the previous chapter also offers some indirect 
evidence for this view. Children who were poor at information-giving, 
a special and demanding form of narrative, were academically weak 
and, one suspects, not reading well. As far as I am aware, however, no 
strong evidence exists to prove that skill in producing and understand-
ing coherent and intelligible narratives predicts levels of literacy. So the 
proposed connection between the two remains speculative. 

Even in situations that demand giving and listening to extended 
narratives, however, the people involved are visible and audible to each 
other. A listener's reactions, both verbal and non-verbal, serve as feed-
back regarding his or her understanding of what is being said. Writing is 
a far more demanding occupation, since such feedback is non-existent. 
The absence of an audience, then, and the responsibilities this confers on 
the writer, make the task of learning how to write rather difficult for 
children. But the divide between spoken and written language is much 
deeper than differences in the nature of the audience involved. 

The written and the spoken word: learning to read 

Everything written in English can ultimately be 'de-composed' into the 
twenty-six letters of its alphabet. Analysing spoken English into its 
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constituent phonemes, a more difficult and uncertain business, reveals 
forty-four elements (Perera, 1984), although estimates by different 
linguists vary between thirty-seven and forty-nine. Clearly, then, there 
can be no simple relationship between English as it is written and 
spoken. Consequently, when learning to read, children are not simply 
uncovering a simple code for translating speech into print. In fact, the 
relation between elements of speech (phonemes) and their 'correspond-
ing' elements in written language (so-called 'graphemes') is consider-
ably more complex than this suggests (see Underwood and Batt, 1996, 
pp. 15ff). Imagine the same word being spoken by a person with a 
Welsh, Yorkshire or Cockney accent, by a young girl or a grown man. 
When asked to write the word (given that they are literate enough), each 
will produce the same pattern of letters. But the nature of the sounds 
they make in producing the same word will differ considerably. 

We do not normally speak in mechanical, clearly articulated words. 
The 'same' word in the context of different utterances, even when 
spoken by the same person, may sound quite different, yet it looks the 
same in print. Put another way, while the 'same' phoneme may sound 
very different when produced in different contexts by the same speaker 
or by different speakers saying the same thing, a corresponding written 
account of what they say may be 'identical'. 

It is clear, then, that the task of reading and writing differs from 
speaking and listening in that literary forms are more uniform and less 
context-sensitive than speech. Indeed, as Perera points out, the 'neutral-
ity' and the greater uniformity of the written word renders it less prone 
to 'prejudice'. Imagine the same words written by an Englishman, a 
Scotsman and an Irishman. Does their writing betray their dialect? 
Similarly, a thing written many years ago may still be readable today 
even if the way in which words are pronounced has changed. But from 
the child's point of view, learning to read may present many challenges 
and surprises since the uniformity of written text is bought at the cost 
of a rather poor 'fit' with speech. Although this is not an appropriate 
place to discuss how our 'commonplace' conceptions of things like 
words, sentences and language itself have come about, it is interesting 
to note that some linguists argue that modern 'theories' of language are 
based on experiences with written language and, as such, are not the 
proper place to start thinking about the nature and structure of speech. 
When we help children to learn to read, we are doing more than 
teaching a new and neutral 'code' for representing what they already do 
with and know about speech. Rather, we are introducing them to 
radically new ways of thinking about language itself. 
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Written English is 'irregular' in many respects. Put another way, how 
things said are written down does not always follow general rules: there 
are many exceptions, as Perera illustrates. So, for instance, the 'same' 
sounds may be written differently ('plain' and 'plane'; 'an ice cream', 'a 
nice cream'; 'attacks on buildings', 'a tax on buildings'). Words like 
'the', which, as we have seen, serve several different linguistic functions, 
sound and are known to the mature, literate ear as the 'same' word that 
performs 'different' functions. Karmiloff-Smith suggests that for young 
children, the different uses of words such as 'the' may seem, like 'plane' 
and 'plain', to be two words that happen to sound similar but have 
different meanings. There are certainly enough 'homophones' in Eng-
lish (words that sound the same but are written differently) to reinforce 
such an assumption. It is possible, then, that children's discovery of the 
fact that the same word has several functions is facilitated by learning 
to read and write. 

When one considers the way in which different accents and dialects 
treat many words, it also becomes apparent that speech sounds that are 
very similar in some dialects may be pronounced differently in others. 
Consequently, children who use different dialects may face a different 
set of 'puzzles' as they learn to read depending upon the nature of the 
'matches' and 'mismatches' between their dialect and the written form 
(Perera, 1984, pp. 212-15). 

Learning to write and read confronts children with challenges 
because they have to take greater responsibility than they do in 
conversation for making what they communicate intelligible and 
understandable outside a shared context. It also demands that 
they discover a range of often irregular relations between the nature 
of speech and the structure of written text. Literacy, Vygotsky 
argues, leads children to develop more explicit and objective 'theories' 
of language and helps to develop their self-regulatory abilities as 
they learn how to plan, monitor and evaluate their writing. Being 
able to write well demands the capacity to take other people's 
perspectives and states of mind into consideration and the ability 
to set up, in language, situations that, in conversational exchanges, 
may be 'given' and 'taken for granted'. The cost is a good deal of hard 
work. 

The story does not end here. There are several other ways in 
which spoken and written language present quite different challenges 
to children. Let me consider some of these, briefly, before returning 
to the issue of the relation between literacy and intellectual develop-
ment. 
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Prosody and punctuation 
Written text provides a very poor and weak representation of features 
of spoken language such as intonation, stress and pause patterns which, 
as we saw in the last chapter, play an important role in verbal 
communication. Using written symbols like full-stops, commas and 
colons, writers can provide some guidance to their readers about how 
they intend their text to be organized and read. But the repertoire of 
symbols available to them is limited. Other punctuational tactics, like 
the use of underlining, italics or upper-case letters, can be used to give 
some sense of where the writer's intended emphasis lies and how she 
intends a sentence to be 'parsed' (analysed) and interpreted. Consider, 
for instance, the effect of 'simply' inserting a comma into Ί wasn't 
shopping seriously' to create Ί wasn't shopping, seriously'. 

This example is illustrative of a general principle which, according to 
Frazier and Rayner (1982), governs the way in which expert readers 
process text. They suggest that, as each word is read, the natural 
tendency of the reader is to attach it to what has already been read if the 
result is grammatically acceptable. So, without the comma, this princi-
ple would dictate that the word 'seriously' is an adverb which refers to 
the manner in which shopping was undertaken. With the comma in 
place, it tends to 'block' this reading suggesting that 'seriously' is 
something of an aside. Thus, what seems like a simple piece of 
punctuation turns out to exert a marked effect on the most likely 
interpretation which is 'read into' the text by a good reader. The power 
of Frazier and Rayner's suggested principle and the important role of 
punctuation is also illustrated by the following sentences (Underwood 
and Batt, 1996, pp.l54ff): 

Because her sister loves to teach kids learn. 
Because her sister loves to teach, kids learn. 
While Pam was washing the baby started to cry. 
While Pam was washing, the baby started to cry. 

Thus, in constructing sentences in which two or more ideas or 
proposition are linked, the simple comma breaks up text in such a 
way that a writer can help the reader to avoid confusion and 
ambiguity. In the first sentence, the natural tendency is to read 'kids' 
as part of the clause 'her sister loves to teach'. Only when the reader 
comes to read 'learn' does it become apparent that this "attachment' 
is not possible and that 'kids' is part of a new idea. Similarly, the 
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presence of a comma inhibits the tendency to read Pam as 'washing the 
baby'. 

Where, in speaking, the use of pauses and intonation would help to 
overcome any such potential ambiguities, in writing, rather tiny marks 
on paper carry crucial information to dictate how a sequence of words 
will be read. Becoming literate involves more than learning how to 
'translate' written words into spoken ones. Reading demands interpre-
tation. Similarly, a well-written text demands a sense of how the 
strategic use of words, grammar and punctuation is likely to affect a 
reader's interpretation of what is being written. As Perera points out, 
the fact that many features of tone of voice and manner of speaking 
cannot be conveyed by prosodie means in print has also led to the 
evolution, largely for literary purposes, of an enlarged vocabulary for 
describing and conveying manner of speech. When we hear talk, we 
know whether a person is shouting, whispering, insinuating, implying, 
hinting, or whatever. Even when we listen to verbal accounts of what 
other people have said in conversation and narrative, the speaker can 
convey how something was spoken by imitating the tone of voice used. 
In text, however, we must use special words (like 'whispered') to get 
such messages across. The reader must make inferences about how a 
written text should be analysed to reveal its structure and has to decide 
where stress and emphasis should be laid. Expert readers usually 
perform these functions 'automatically' and without conscious aware-
ness of how they do so. But children have to learn how to 'interact' with 
text in order to interpret its writer's intended meaning. 

As we delve more deeply into the nature of the expertise needed to 
read and write fluently, we will explore the view that it is by developing 
the ability to analyse and interpret written text that children acquire 
special linguistic and intellectual skills. These, I will argue, are often 
called upon in psychological tests of children's intellectual, linguistic 
and communicative abilities. They are also demanded by teachers when 
they confront children with lessons involving descriptions, explana-
tions and questions about abstract, unfamiliar and hypothetical topics. 
First, however, we need to look in more detail at the different demands 
placed on children by the spoken and written word. What else, in 
addition to new vocabulary, skill in interpretation and a more 'objec-
tive' knowledge of their own language, do children learn in the process 
of becoming literate? 

Consider what is involved in deciding on the meaning of what look 
like 'simple' written sentences such as 'John was washing the car'. As 
I will explain in more detail later, a reader, reading this sentence in 
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isolation, is likely to 'sense' an emphasis on the 'clause-final' element 
(the car). However, imagine this sentence being spoken in a number of 
ways, with a different word being stressed in each case. Suppose, for 
instance, stress is laid on the word 'John'. Here, we could imagine the 
utterance serving as a denial of a previous utterance, such as 'Peter was 
washing the car'. Now suppose stress is laid on the word 'was'. This 
might imply the denial of another assertion - one which suggested that 
John was noi washing the car. Emphasize 'washing' and we can imagine 
the utterance serving to deny yet another suggestion, perhaps that John 
was servicing it. Repeat the exercise with the addition of a single 
symbol, a question mark, 'John was washing the car?', and another 
range of possible meanings can be constructed. 

As expert readers, we are able to construct or imagine a variety of 
spoken versions of what, in print, is an identical piece of text. In 
connected text, of course, such sentences would be embedded in longer 
sequences of written utterances which might lead one 'naturally' to a 
particular interpretation. An example might be: 'Mary had said that 
because Peter was washing the car, he couldn't help her with the dishes. 
But Alice said that she had been duped. Peter was sitting in the garden, 
sunning himself. John was washing the car.' 

Hardly riveting narrative and, as we shall see, stylistically poor 
written text, but I hope it serves to illustrate a number of aspects of the 
reading process. Only when a reader is able to take in and memorize 
relatively long stretches of text does it become possible to estimate 
where any intended and important stress might lie. Expert readers seem 
to formulate such interpretations 'naturally' and, like the chess Grand 
Masters discussed in chapter 4, they are not usually aware of the 
processes that underlie their expertise. 

When skilled readers encounter a particularly difficult text, they may 
resort to reading aloud or may start to talk themselves through the text. 
In so doing, they can try out various interpretations, perhaps experi-
menting with different prosodie possibilities to see what they 'sound 
like' and mean when location of stress is varied. Usually, however, 
skilled reading takes place at a rate of about 300 words per minute, 
approximately twice the speed of normal speech. It seems unlikely, 
then, that expert readers usually read by 'talking' to themselves. 
Precisely what they do do when they read is still not clear. It seems 
reasonably certain, however, that they do not convert visual symbols 
into sub-vocal speech (Underwood and Batt, 1996 pp. 124ff). Rather, 
their interpretation and understanding of what they read seems to 
involve so-called direct processes - that is, they seem to pass 'straight' 
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from visual symbols to construct an interpretation of the meaning of 
what they are reading. 

Writing, planning and self-regulation 

I have just considered some of the problems and demands reading and 
writing create because the written word is a poor medium for represent-
ing prosodie information. However, the expert writer, by employing a 
number of techniques special to the creation of coherent written texts, 
can overcome these limitations. Similarly, an expert reader can, so to 
speak, 'reverse' these writing techniques and conventions to recon-
struct a writer's intended meaning. Both the reader and the writer, as 
I have said, are usually unaware of the nature of their expertise. 
Systematic analysis and research are needed to help to articulate what 
it is that they do yet cannot describe. By making explicit what is implicit 
in their performance, we gain an objective understanding of the tasks, 
demands and problems that children have to face when we try to teach 
them to read and write fluently. Perhaps, following Vygotsky, such 
knowledge may also help to make us better teachers. 

Competent speakers of English are strongly predisposed (without 
realizing it) to lay stress on the final element in a clause, what linguists 
refer to as 'end focus' (Perera, 1984, pp. 193-5). So in Ί went to the 
village on the hill' or Ί gave my daughter a ball' or 'Houses are so 
expensive', stress is normally placed on the words in italics. Of course, 
the 'rules' governing the distribution of stress, as we have seen, are 
waived or changed in some contexts. So, for instance, if the second 
statement was said in response to 'You gave your son a ball for his 
birthday', stress would probably fall on the word 'daughter'. Note, 
however, how stilted or pedantic such a response would seem. Far more 
likely, I suspect, would be something like 'No, not my son, my 
daughter'. 

A writer, confronted with the task of 'communicating' a stress on 
adverbials, objects and complements, can capitalize on the fact that, in 
English, these parts of speech occur clause-finally. For example, Ί gave 
Daddy a sweet' (stress on the direct object) or Ί gave a sweet to Daddy' 
(stress on the indirect object), Ί went to town yesterday' (stress on an 
adverb of time), 'Flowers are so beautiful' (stress on a subject comple-
ment). The writer, wanting to stress such words, can 'rely' on the 
natural tendency of a reader to 'read in' stress at the appropriate places, 
and so needs no 'special' tactics to get her prosodie message across. But 
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as Perera points out, when writers wish to stress other features -
specifically words which form grammatical subjects or verbs - then they 
face problems (in English, that is: other languages have different rules 
and, no doubt, create a different set of literary problems). 

When we speak, we can draw attention to nouns, pronouns, verbs or 
any word in an utterance by stressing them, making them relatively 
louder or longer, say: 'The queen gave him a pen', 'Someone really 
ransacked the house'. Underlining, bold type, italics can be used to 
convey the fact that the conventional foci of stress (i.e. the object 'pen' 
and the object 'house') are not the words to be stressed. However, there 
are also syntactic techniques for achieving the same ends. For example, 
if we write something like 'He was given a pen by the queen' or 'Last 
night, the house was really ransacked', the desired emphasis is achieved 
by ensuring that the final clause element is the word to be stressed. 

Perera also demonstrates how, by including 'interrupting construc-
tions' into a sentence, a writer can highlight a key word that might 
otherwise appear unstressed. For instance, if instead of writing 'The 
students' results were outstanding' we write 'The students' results, to 
their surprise and delight, were outstanding', we achieve stress on the 
word 'results' as well as on the final word 'outstanding'. So the way in 
which our 'habits' of speech lead us to place stress on a very specific 
element of the structure of utterances (i.e. clausal position) produces 
challenges to the writer and demands the 'invention' and fluent control 
over a variety of structural literary devices. These help to ensure that the 
organization of what is written corresponds to what the writer wishes 
to communicate. To appreciate and comprehend the message, of 
course, readers also have to have command of the 'conventions' 
involved. 

Let us consider a specific example of a linguistic structure that is 
'special' to the written medium. Some forms of the passive voice are very 
rare in speech and seldom addressed to children - utterances like 'Mary 
was kissed by John' or 'He was given a pen by the queen', for example. 
Mastery of such structures appears late in language development. When 
I was at school, I was told that one employs the passive voice in 'science' 
writing in order to depersonalize written narrative and to make it more 
'objective' (e.g. Ά bunsen burner was placed under the retort'). How-
ever, linguistic constructions like the passive voice (there are many other 
examples) serve a much more general and important function than this. 
They enable a writer to make her reader's task easier. She can construct 
her sentences in such a way that her intended stress lies where her reader 
tacitly 'expects' to find it. In the examples just given, the use of a passive 
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construction serves to highlight 'John' and 'the queen', enabling the 
writer to lay stress on words that, in 'active' sentences like 'The queen 
gave him a pen', would not be read as stressed. Thus, the use of a passive 
construction enables a writer to emphasize words that would not stand 
out if she were to use more common, spoken forms. 

The phenomenon of 'end focus', the term given to our tendency to 
emphasize final clause elements, coupled with the absence of rich 
prosodie cues in written language, create a need for a range of 
grammatical devices in print that are not necessary in speech. The fact 
that young children do not often use or readily understand certain 
grammatical forms (like agented passives) should, then, come as no 
great surprise. Such constructions only become really functional when 
the child becomes literate. 

Another general 'principle' governing the way in which we talk and 
write to good effect is the tendency to 'save the best until last'. The major 
'theme' or most important or dramatic idea to be written should come 
as close to the end of what is said as possible. Contrast, for instance,'The 
weary refugees dragged their precious burden onward towards the tiny 
light' with Onward, towards the tiny light, the weary refugees dragged 
their precious burden'. If the thing to be highlighted, the theme, is the 
precious burden, then the second version, where it appears at the end 
of the utterance, brings it into focus more dramatically than the first 
version, which better serves the purpose of highlighting the 'tiny light' 
towards which the refugees are moving. In speech, dramatic effect and 
highlights can be achieved by many verbal and non-verbal means. The 
listener, moving in rhythm with the speaker, can be caught up in the 
flow of words and actions to anticipate and share any drama. The 
writer, however, often needs to employ grammatical structures, punc-
tuation and ways of sequencing ideas which, though rare in speech, 
offer the means for the achievement of her literary ends. If you are 
anything like me, you will now start to analyse this text to discover that 
some of your problems of comprehension can be attributed to my 
writing. (I think that's where I intended to place the stress.) 

The eleven to thirteen shift: a linguistic perspective 

By the time they reach their thirteenth birthday, many children are using 
grammatical forms in writing that are structurally more complex than 
those typically found in their speech. For the majority of younger 
children, the opposite holds true: their speech is grammatically more 
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complex than what they write. As children develop and learn through 
adolescence, the efficiency and accuracy with which they can absorb 
information from the written word progressively exceeds what they can 
take in from listening to speech. For example, shown a video-tape of a 
discussion between two students and verbatim written accounts of the 
same events, sixteen-year-olds recall more if they read than if they 
watch. More interesting, perhaps, is the finding that the written word 
was superior for all the children tested, regardless of their reading 
ability (Walker, in Perera, 1984, p. 163). 

Studies of the development of spoken language reveal the emergence, 
during the years of schooling, of a range of complex grammatical 
constructions that are also involved in the creation of effective and 
dramatic writing. As she learns to read and write, the child's speech 
begins to 'inherit' structures encountered in written text. Consider, by 
way of an illustration, four 'stages' that have been discovered in 
children's attempts to utter complex sentences. I have taken this 
example from Romaine (1984). 

This guy he owns the hotel he went to B. 
This guy that he owns the hotel he went to B. 
This guy that owns the hotel he went to B. 
This guy that owns the hotel went to B. 

Note too, as Karmiloff-Smith discovered with children's emerging 
command of determiners, how children again pass through a period of 
dysfluency and 'over-marking' (in this case, with the 'redundant' use of 
pronouns) before they perfect the mature form of words. 

In the preceding chapter, we considered various lines of evidence 
which suggested that children's developing skills as narrators and 
informants emerge through the years of schooling. The child who is 
fortunate enough to achieve fluent levels of literacy has at her disposal 
a whole new range of words, linguistic structures and skills in planning 
which enable her to create interesting, informative, dramatic and 
coherent narrative. Such a child may draw upon and exploit two 
powerful bodies of expertise. On the one hand, she has her voice, 
perhaps the most versatile of musical instruments, rich in prosodie 
melody and embedded in bodily movements that help to orchestrate her 
interactions with her listeners. On the other, she has command over a 
range of literacy devices and structures that can be exploited in speech 
to make what she says dramatic, flexible, variable, versatile and, should 
she so wish, fast and efficient. 



212 The literate mind 

No matter what accent or dialect a child happens to speak, the 
achievement of fluent literacy, powers of narration and the ability to use 
language informatively offer her the same rewards. Speech that is, so to 
speak, parasitic on written language should not be dismissed as merely 
'posh'. It provides children with a range of skills to help make what they 
say clear, interesting and informative. 

Once functional levels of literacy are achieved, a reader is able to read 
text at a much faster rate than she normally hears speech. The 
grammatical structures in written language tend to be more 'com-
pressed' (and, therefore, structurally more complex) and more varied 
than those of speech. The amount of 'redundancy' in written text (such 
as the frequency with which the same idea is repeated or paraphrased, 
for example) is usually lower than it is in speech. Unlike a listener, who 
is likely to be subjected to the frequent pauses, hesitations and false 
starts in verbal communication that provide the time that she needs to 
comprehend, the expert reader may proceed at her own pace. She may 
review, anticipate and skip, consulting, if she chooses, paragraphs, 
pages or chapters in advance of where she has read to in order to get 
some sense of where the writer is 'going' (in academic texts, I always 
read the index and bibliography first). All these features of reading 
provide opportunities for greater efficiency and autonomy for a reader 
than a listener. 

But what of children who do not reach levels of literacy that are 
deemed functional? Surveys of the levels of literacy in the USA suggest 
that around eighteen million American adults have reading ages below 
nine years. The Bullock Report (commissioned by the UK Government) 
estimated that two million people in England and Wales are unable to 
read beyond this level. In practical terms, these figures give some 
measure of functional illiteracy - of adults who are unable, for example, 
to read tabloid newspapers, recipes and other everyday aids to commu-
nication and social adjustment. People who leave school with reading 
ages of eleven years or less have not made the 'shift' we have just been 
discussing. It would be interesting to know what consequences this has 
on their language and communication skills. Are they, like the children 
in Brown's studies, likely to face problems in narration and in informa-
tion-giving situations? I don't believe we have the necessary evidence to 
reach such a conclusion, but it seems a fair bet. 

The reasons for this state of affairs, for illiteracy, are, of course, the 
subject of heated debate. I do not intend to consider the issues involved 
in detail here. Many articles and books have been dedicated to the 
subject (Perera, 1984, provides an excellent source of information) and 



The literate mind 213 

there is not sufficient space to rehearse all the evidence and arguments 
here. However, I hope that the studies of language, communication and 
literacy that we have considered in this book will help to provide a 
psychological perspective on, and a framework for thinking about, 
such issues. Let me point out briefly how the ideas and findings we have 
been discussing can be used as a guide to help evaluate various theories 
of reading difficulties. 

Becoming literate 

We have just been considering a number of linguistic, social-communi-
cative and intellectual demands that we might expect a child to 
encounter in reading and writing. It seems reasonable to suppose that 
difficulty in meeting one or all of these might explain why some children 
have problems in achieving literacy. In view of the fact that the written 
code relates to speech, albeit by a complex set of rules, we would predict 
that children who have problems either in hearing or in analysing the 
sound patterns of speech will face reading problems because they lack 
the necessary basis for learning how to 'encode' written symbols into 
speech sounds. Because written language does not map onto speech in 
any simple or direct way, we might also expect that these children will 
find it hard to use the written form in order to 'learn' about the structure 
of speech and language because the relations between the two forms of 
communication are too complex. Deaf children, as I have already said, 
face enormous problems in learning to read and only a tiny minority 
reach the eleven-year-old level when they leave school. 

We have to remind ourselves that 'analysing' our own speech into the 
'elements' that make possible the creation of a readable visual code is 
an intellectual achievement, not just a natural product of the ability to 
talk. Speech is an activity which fulfils purposes and needs, like 
informing, asking, refusing, explaining, negotiating and so on. The 
activity of speaking is, for most people most of the time, an automatic 
affair. In learning to read, language becomes an object of attention or 
study and, I have suggested, becoming literate affects the nature of our 
language and our conceptions of it. In learning how to write and read, 
children have to think 'objectively' about speech and learn how to 
analyse and, in writing, to represent it. 

By this, I do not mean to imply that pre-literate children or non-
literate peoples lack an explicit knowledge of their own language! 
Children's intuitive sense of the nature of language, though no doubt 
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influenced and made more explicit by learning to read, probably comes 
about by quite different developmental routes, such as nursery rhymes, 
stories, word play and language games. For example, as part of a wide-
ranging study of British children's play and folklore, the Opies (1959) 
documented a variety of children's play on words. Participation in these 
activities demands a subtle sense of the structure, functions and 
ambiguities present in language at a number of levels. Consider the 
following examples and reflect on what they imply about young 
children's implicit knowledge of language. 

Masculine, Feminine, Neuter, 
I went for a ride on my scooter. 
I bumped into the Queen 
And said, Sorry old bean, 
I forgot to toot-toot on my tooter. 

Sir is kind and sir is gentle. 
Sir is strong and sir is mental. 

Adam and Eve and Nipmewell 
Went in a boat to sea. 
Adam and Eve fell out, 
Who was left? 

Although I have been stressing the role of literacy in the development 
of children's awareness of language, such widespread and often ingen-
ious word games demonstrate that children's knowledge of the sounds, 
structures and functions of language is made evident in playful, 
everyday activity. Reading may help to sharpen, extend, develop and 
discipline their knowledge and use of language, but such word games, 
puns and the like suggest that most children are aware of the music of 
sound and the many possibilities (usually somewhat vindictive in 
intent) afforded by the rich ambiguity inherent in language and 
communication. Anthropologists have observed children in non-liter-
ate cultures playing games which also derive their fun and their sting 
from a play on words or from 'abuses' of language's more 'serious' 
functions (e.g. Schwartzman, 1978, p. 383). These observations, cou-
pled with studies of word and sound play in babies and pre-school 
children, suggest that becoming aware of and exploiting the possibili-
ties offered by the ambiguous and metaphorical nature of speech is not 
simply a product of learning to read. Rather, an awareness of the 
various 'levels' and functions of language revealed in children's word 
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play may be an important preparation for the achievement of literacy 
itself, as we shall see in the next section. 

Rhyming, alliteration, reading and spelling 
The central importance of the quality of young children's awareness of 
the sound structure of speech in learning to read and write is now firmly 
established by research. If children lack what has been termed 'phono-
logical awareness' (Hulme and Snowling, 1994) or fail to make the 
'phonological connection' (Bryant et al., 1990) then they are destined 
to find learning to read and write difficult. 

In a series of investigations, Peter Bryant and his colleagues (e.g. 
Bryant and Bradley, 1985; Goswami and Bryant, 1990) have shown 
that children whose phonological awareness is less acute than is usual 
for their age lag behind their peers in learning to read. If, for example, 
a school child has difficulty in detecting simple rhyming patterns in 
words, she is unlikely to progress in reading and writing. On rhyming 
tasks where they are asked to identify the 'odd one out', like 'man' in 
sets of words such as 'bun, fun, man', poor readers struggle. Similarly, 
these children will also find alliteration tasks difficult, not being able to 
detect similarities and differences between sets of words like 'pin, pun, 
pan and ban' on the basis of the features of speech which form the initial 
word sounds. 

Such tasks can be used not only to demonstrate that children with 
poor phonological awareness are likely to become backward readers 
but also to provide a basis for remedial instruction in reading. Bryant 
and Bradley gave children with poor levels of phonological awareness 
extensive and intensive experience in activities which encouraged them 
to pay attention to rhyme and alliteration and to the connections 
between such speech sounds and their written counterparts. Their 
interventions showed both that children with poor phonological aware-
ness can be helped to improve their sensitivity to the structure of speech 
sounds and that, when this occurs, their reading and spelling also 
improve. 

Other intervention studies reinforce this conclusion. They, too, have 
demonstrated that where children can be helped to sharpen their 
phonological awareness, improvements in reading and writing follow 
(e.g. Lundeberg, Frost and Petersen, 1988; Cunningham, 1990). It 
seems clear from research in this area, then, that reading builds upon 
the child's intuitive knowledge of the structure of speech. Whilst there 
is evidence to show that learning to read helps children to articulate ( ! ) 
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and extend that knowledge, phonological awareness developed before 
the child starts learning how to read and write seems to be a necessary 
basis for discovering the complex mappings between spoken and 
written language. 

Spelling and syntax 

If we were to ask six- or seven-year-old children to tell us what a 
verb is, I doubt that many would be able to! And yet, as we saw in 
chapter 3, they have acquired rules such as those involved in using 
verb inflexions like '-ed' and '-ing'. They use these spontaneously to 
mark the fact that they are referring to actions that have been perfected 
or are in progress, as in 'walked' and 'walking'. So, whilst children 
may have no explicit knowledge of what a verb is, their systematic 
use of language shows that they possess implicit knowledge. Their 
speech is structured in such a way that only words that serve as 
verbs in the language are used in conjunction with such verb-specific 
rules. 

We have just seen that learning to read and write capitalizes on 
children's implicit knowledge of the phonological structure of their 
language. How might we decide if the same holds true of their implicit 
knowledge of grammatical structure, such as how to use verbs? 
Bryant, Nunes and Bindman (in press) offer us one means of finding 
out. In a detailed, three-year study of the ways in which children 
learn how to spell, they provide us with some important insights 
into how young children use their knowledge of the structure of 
spoken language to discover the rules of written English, as we shall 
see next. 

Sound and shape: Idi, Iti and '-ed', 'd', 'f 
Imagine hearing words like 'said', 'slept', 'kissed', 'soft', 'spelt', 'helped' 
and 'boat'. How different are the lai and Iti sounds involved? They are 
obviously distinct in their written manifestations (i.e. '-ed', 'd' and 't') 
but difficult if not impossible to distinguish when heard by the naked 
ear. How do children come to master the spellings of such words? 

When children first start to write, it is often difficult to see any 
systematic structure, i.e. evidence of rules, in their spelling. Bryant, 
Nunes and Bindman refer to this as the 'pre-phonological' stage. As 
children start to discover the correlations between elements of spoken 
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and written language, they enter the second, 'phonological' stage. 
Working on the not unreasonable assumption that there are totally 
regular and general rules for mapping speech sound onto written 
shape, children at this stage produce written tokens such as 'helpt' for 
'helped' and 'kist' for 'kissed'. These spellings suggest that children 
assume, intelligently, that writing down words which contain the 
same sound patterns [lai and Iti) involves using a common written 
token (e.g. 't'). 

Later, in Stage 3, children discover that the sound in words like 
'walked' is written as 'ed'. Now it is quite common for them to over-
generalize the sound-writing correspondence rule to create written 
patterns such as 'speled' for 'spelt', 'sleped' for 'slept' and 'sofed' for 
'soft'. As we find much earlier in development when children are 
learning how to talk, words that were initially produced correctly are 
later spelt non-conventionally. This happens because children over-
generalize a new rule that they have discovered. The spellings that 
children produce at Stage 3 include an extension of the rule 'If you hear 
"d/t," then write "ed" ', both to irregular verb forms (e.g. 'sleped' for 
'slept') and to non-verbs (e.g. 'sofed' for 'soft'). 

Stage 4 is theoretically crucial. Here, children stop over-generalizing 
'ed' for 't' in relation to non-verbs but still show generalization of the 
rule 'If you hear "d/t" write "ed"' to irregular verbs. To explain this 
result, we have to assume that, by this stage at least, children are making 
use of some implicit knowledge of the distinction between verbs and 
non-verbs. Finally, in Stage 5, they begin to clean up their spelling of 
irregular verbs as their performance converges on the conventions of 
mature usage. 

Stage 4 children have already had experience of reading and writing. 
In learning a new and more explicit 'code' for language, they may, for 
the first time, come to some intuitive grasp of the verb/non-verb 
distinction. Equally plausible, however, is the hypothesis that children 
bring an existing (albeit tacit) knowledge of such syntactic distinctions 
to the task of learning how to read and write. How might we decide 
between these two possibilities? 

Bryant, Nunes and Bindman addressed this issue as follows: if 
children show some knowledge of the syntactic distinction between 
verbs and non-verbs before they master the spelling conventions 
involved, then it is reasonable to suppose that grammatical awareness 
provides the foundations for learning to spell, not vice versa. Further, 
if this linguistic awareness forms an important basis for learning how 
to spell, and some children, but not others, develop this knowledge 
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early on, then we should be in a position to predict which children will 
find spelling relatively easy and those who will struggle. Conversely, if 
learning how to spell tokens such as 'ed' and 't' occurs before children 
show an awareness of syntactic distinctions, then we would expect 
early success in learning how to spell to predict later developments in 
children's syntactic awareness. 

The 360 children involved in these investigations were aged between 
six and eight years and each child was followed up for three years. The 
fact that the design was a longitudinal one (i.e. involved tracking 
individual children over time) enabled Bryant and his colleagues to 
explore the long-term relations between children's syntactic knowledge 
and their spelling and to address these questions. 

One set of tasks used to assess the children's knowledge of verb 
processes was based on the use of 'sentence analogies'. These work as 
follows. An adult first reads out loud to children a sentence such as 
'Tom helps Mary'. This is followed by saying 'Tom helped Mary'. Thus, 
the tense of the verb is changed from present to past. Children are then 
given sentences like 'Tom sees Mary' and asked to transform these in 
the same way (i.e. to 'Tom saw Mary'). Similarly, children who have 
listened to past tense forms such as 'John threw the ball' followed by 
'John throws the ball' are then asked if they can convert 'Jane kicked 
the ball' to 'Jane kicks the ball' by drawing an analogy with the first pair 
of transformed utterances. 

In learning to read words which rhyme, as we saw earlier, children 
use their knowledge of rhyming to recognize the similarities, or 
analogies, between words which have similar features when written. 
Now, if children have tacit knowledge of verb processes, they may also 
be able to draw analogies between such pairs of sentences. 

Children succeeded in such sentence analogy tasks involving verbs 
before they achieved Stages 4 or 5 in learning to spell. In other words, 
they showed an awareness of verb processes in speech before learning 
how to write them down. 

Although most children in Bryant's studies achieved Stage 5 on 
various spelling tasks by age eight, some did not. Those who did not, 
as we might expect, displayed a poor grasp of the underlying syntactic 
structure of verb formation in the spoken tasks and, hence, lacked the 
necessary linguistic awareness to learn the spelling rules. 

Putting all this together, then, it suggests that children's awareness of 
basic sound patterns in the structure of speech and their intuitive 
knowledge of grammatical categories pre-dates and makes possible 
their early achievements in writing. 
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Beyond the sentence 
Perera's analysis of the demands of reading and writing suggests that 
reading involves more than gaining proficiency at the phonological and 
grammatical levels. One study which illustrates yet further demands 
which reading makes on young children was undertaken by Oakhill, 
Yuill and Parkin (1986). They worked with seven- to eight-year-olds 
who were asked to listen to short stories of the kind illustrated below: 

The car crashed into the bus. 
The bus was near the crossroads. 
The car skidded on the ice. 

They were then asked to say if either of the following implications or 
'inferences' was compatible with what they had heard: 

The car was near the crossroads. 
The bus skidded on the ice. 

Since the car crashed into the bus which, the story leads us to believe, 
was near the crossroads (when the car crashed into it), then the first 
inference seems plausible. The second is less so since there was no link 
between bus and ice in the story. 

Two groups of children took part in the study and they were 
matched for age and for performance on a sight vocabulary test 
and on the ability to read words aloud. However, they differed in 
tests of reading comprehension with one group of 'poor readers' 
having a reading comprehension age of just over seven years whilst 
the good ones achieved reading ages of around nine years. The 
children's reading comprehension abilities were mirrored in their 
ability to draw inferences from spoken narratives. Those who found 
it difficult to work out which inferences might plausibly be drawn 
from a story were relatively poor at reading comprehension. Since 
they were matched on tests of sight vocabulary and word-reading 
ability, it would seem both that comprehension involves more than 
decoding skills and that differences in the ability to draw inferences 
from spoken narrative influence reading comprehension. This latter 
point is supported by the fact that training which helped to improve 
skills in drawing inferences also resulted in improved reading compre-
hension. 
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Self-regulation and reading comprehension 

Perera demonstrates in some detail how the structural complexity of 
written language varies according to the specific communicative pur-
pose it serves. Who is a text written for and what are its readers intended 
to gain from it? 

There are marked differences in the organization and structure of text 
written for different purposes. The style and grammatical structure that 
are relevant to the creation of an aide-memoire, a letter written to a 
friend, a novel or historical text, or a worksheet outlining a scientific 
procedure, differ in many features, gross and fine. Similarly, the 
intellectual demands involved in reading and writing such very different 
texts vary. How stringent are the requirements made on the writer's 
ability to envisage and take account of her intended audience in each 
case? What background knowledge will a reader need to possess in 
order to make sense of what is written? 

Perera suggests that many children find reading and writing difficult 
in more demanding contexts because they lack the relevant experiences 
that help them to understand both the reasons why different types or 
'genres' of writing exist and the way in which these variations in the 
purpose of the intended communication lead to demands for different 
styles of writing and, in consequence, entail a knowledge of special 
linguistic devices. Whereas children may understand some of these 
purposes (e.g. writing to a friend) and may draw upon their everyday 
experiences to make sense of the demands involved, they may not have 
listened to a historical text or episodes of scientific discourse, nor realize 
why and how people write about such things. Evidence about the effects 
of home circumstances on children's reading development demon-
strates that access to books at home and the experience of being 
regularly read to are positive indicators of likely progress (Clark, 1976). 
Perhaps the fact that we do not typically read more academic texts to 
children means that they do not develop any intuitive sense of what such 
things sound like. Perhaps if they did, processes of self-instruction, 
working towards a goal that is intuitively recognizable, might be set in 
motion. I don't think we know. 

A somewhat similar line of thought has motivated recent attempts to 
help children with reading and writing problems in the United States 
(Palincsar and Brown, 1984). This work, motivated by Vygotsky's 
theory of development and by his writings on literacy, started from the 
assumption that some children fail to advance beyond the initial stages 
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of reading because they do not know how to 'interact' with text - i.e. 
they do not become actively engaged in attempts to interpret what they 
read. Briefly, the intervention techniques used involved bringing into 
the open, making public and audible, ways of interacting with text that 
skilled readers usually undertake automatically and soundlessly. So, for 
instance, the teacher discussed a text with a child, asking aloud the sorts 
of questions a sentence or paragraph might provoke. The teacher might 
speculate aloud about what is likely to come later in the text or puzzle 
over an ambiguity and ask how it might be resolved. The child would 
later be encouraged to play the 'teacher's role' and to work alongside 
and discuss texts with other children. Children taught in this way made 
marked progress over a handful of formal teaching sessions. They were 
in the seventh grade (this means they were aged around twelve to 
thirteen years) and were described by their teachers as having severe 
problems of reading comprehension. 

At the beginning of the study, the children involved were found, on 
tests of reading comprehension, to be in the bottom 7 per cent of their 
year. After the study, their success rate on independent tests of 
comprehension rose from 10 per cent to 85 per cent success, near 
average for their grade level. How far and to what extent such methods 
might work for all children with reading problems we do not know. It 
is important to note that these children were described by the research-
ers as having 'decoding skills' (or 'word-attack' skills) that were normal 
for their grade. Whether the same teaching techniques would work for 
children with problems of decoding we must doubt. However, it is 
worth noting that even though the children were able to decode, their 
teachers persisted, before the study, in attempts to teach these skills. 
The teachers were not attempting to work on the real problems facing 
the child. Their implicit theory of what literacy entails, and hence their 
views on the nature of reading problems, presumably did not extend to 
the processes we have been discussing in this chapter. 

The argument underlying these studies is that some children who find 
difficulty in learning how to 'interact' with text can learn how to do so 
if these normally unobservable processes are made an explicit part of 
what is taught. Following Vygotsky, the argument is that the children 
in this study progressively 'internalized' self-regulatory activities until 
these became an automatic part of their own reading. This is why their 
own performance, both on tests and in class, improved. 

In more recent and extensive investigations, Brown, Ferrara, 
Campione and their colleagues have extended this approach (termed 
'reciprocal teaching') to classroom intervention studies involving large 
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numbers of children across the age range (e.g. Brown and Campione, 
1990). They report significant effects not only on children's reading 
comprehension but also on levels of academic achievement across the 
curriculum. 

There are now many educators and researchers, including those 
involved in teaching both reading and mathematics, who are currently 
emphasizing the need for teachers to lay greater stress on the activities 
involved in skilled self-regulation, or 'metacognitive' understanding. If 
heeded, the demands such pleas make on teachers are formidable. I will 
explore some of the justifications for making such demands, and the 
implications they have for the process of education, in the remaining 
chapters. 

Conclusions 

Literacy and Logic 
Some anthropologists and psychologists have looked to the achieve-
ment of literacy within cultures and individuals to explain stage-like 
changes in logical reasoning. Looked at in one way, they would seem 
to be offering a solution to a problem that does not exist. We have 
looked at evidence in this chapter which suggests that Piaget's account 
of formal reasoning has not withstood the test of time and experiment. 
If theorists such as Johnson-Laird and Halford are correct, then psycho-
logic fails to provide a useful framework for explaining mature reason-
ing on 'logical' problems and, hence, cannot be a suitable vehicle for 
explaining what it is that children are developing towards. Thus, we 
need no theory to explain how literacy and logic might be related in 
either culture or development. 

However, before trying to close the door on this issue, we need to re-
consider (at least) two questions. Big questions such as the role of logic 
in human cognition, like bad pennies, have a habit of turning up when 
we think we are rid of them, as history shows. First, there are two 
different aspects of Piagetian theory that need to be distinguished. He 
argued both that the nature of children's concepts changes with age and 
that we should use logic as a framework for understanding those 
changes. Even if we reject the utility of his account of logic, we still need 
to explore the value of the idea that the nature of concepts and 
conceptual structures undergoes transformation with age and experi-
ence. Both Halford and Case, for example, maintain that the complex-
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ity of such structures does change with age and leads to developmental 
discontinuities in cognitive functioning. 

Models of the mind, like Johnson-Laird's, suggest that reasoning 
about certain classes of logical problems prove difficult because, to 
solve them, we need to construct and evaluate a number of different 
mental models. Such demands tax, and may over-load, our cognitive 
capacities. Historical and theoretical analyses of scientific discovery 
provide a number of examples which demonstrate how the use of 
cultural inventions such as diagrams and systems of signs (like written 
numbers) made possible new discoveries and supported new forms of 
reasoning (e.g. Cheng and Simon, 1995). The mental models that 
Johnson-Laird and others propose that we use in reasoning about 
'logical' problems place a considerable load on cognitive processes. It 
is still conceivable that, historically, the use of artefacts such as pencil, 
paper, diagrams and written language was necessary for the discovery 
and formulation of both complex mental models and the rules of logic 
themselves. Such artefacts may or may not change how people think but 
they certainly change what can be thought about. Consequently, the 
general claim that cultural inventions, such as new systems for repre-
senting and modelling the world, can lead to changes and transforma-
tions in cognition (stage-like or not) is still open for debate. 

These issues form a major theme of the next chapter. 

Literacy and development 
Learning to read and write makes many demands on children, some of 
which we have explored in this chapter. The evidence suggests that 
many (though by no means all) come to schooling possessed of the 
linguistic awareness needed to forge connections between spoken and 
written language. Their implicit knowledge of the phonological and 
grammatical structures in their spoken language is, in most cases, 
enough to enable them to learn the foundations of reading and writing. 
The fact that children are able to draw 'inferences' from spoken 
narrative (to go 'beyond the information given') also enables them to 
construct models of the situations depicted in stories in which what is 
said is elaborated to make connections not explicitly mentioned. In the 
previous chapter, we looked briefly at the ways in which children are 
able to imagine why people act in the way that they do on the basis of 
their emerging ability to understand and explain relations between 
other people's mental states and beliefs on the one hand, and their likely 
courses of action on the other. Here too, knowledge constructed in the 
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course of coming to understand and explain their everyday experiences 
provides the foundations for the interpretative 'scripts' or frameworks 
that can later be exploited in 'reading for meaning' (Feldman, 1992). 

If we interpret Vygotsky's theory as implying that it is only by 
learning a written representation of their language that children (and 
cultures) first come to develop intuitions about the structure of their 
speech and syntax, then we must reject it. However, I have tried to argue 
that such intuitions are further articulated and elaborated through the 
processes of learning to read and write, citing evidence which suggests 
that knowledge of the structure, content and use of language are 
extended with mastery of the printed word. 

Some children soon fall behind others in their peer group in learning 
how to read and write. Given the several demands that we know 
children face in becoming literate, we might expect that their problems 
could have one or more origins (see also Clay, 1985, 1993; Clay and 
Cazden, 1990). Some display little or no awareness of the phonological 
structure of their speech; others perform poorly on tasks which demand 
a grasp of fundamental grammatical distinctions in language. Yet 
others, who keep pace with their peers in discovering how to connect 
spoken and written tokens, find reading comprehension difficult be-
cause they, unlike others of the same age, cannot or do not draw the 
intended 'inferences' from written text or fail to 'regulate' their inter-
actions with written texts successfully. In each case, however, we have 
found some grounds for optimism that many of these children do have 
the potential, given appropriate experience, to overcome such prob-
lems. Why they experience problems in the first place is difficult to say. 
I will be considering some possible explanations in the final chapter. 



8 
The mathematical mind 

Progress in our knowledge of children's mathematical development 
has been substantial over recent years, with major contributions and 
insights arising our of psychological, educational and cross-cultural 
investigation. Λ combination of experimental, survey and obscrva-
tional studies has both enriched our knowledge ot the nature ot 
mathematical understanding and served to inform and challenge 
theories about how children think and learn in various mathematical 
domains. 

Research into children's mathematics learning also provides the 
most appropriate single context within which to explore the strengths 
and weaknesses of Piager's theory in some detail. I iis \ ievv that logic 
underpins mathematical development, and related claims about 
stages ot development, will come under close scrutiny. 

(Toss-cultural studies ol children's mathematical abilities, which 
we will also consider in some detail, reveal both similarities and 
important culture-related differences in the educational experience 
and mathematical achievements of children. These help us to explore 
and evaluate claims from social-constructivism about the tonn-
ati ve influence on development ol culture, systems of signs, and 
instruction. 

Investigations ol mathematics learning in and our of school have 
been used to challenge contemporarv cognitive theories and to 
question the explanatory value ot theoretical concepts such as 'de-
conteMuali/.alion" and "abstraction". Such studies, as we shall see, 
also raise issues about the value and relevance ol mathematics 
instruction in school. 
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In [he second pan ol the chapter, some of the common misconcep-
tions that children entertain about mathematics are presented and 
examined in the light of iheories of intellectual development. W'calso 
discuss how and why many children seem to make slow progress in 
learning mathematics and lea\e school barely numerate, and con-
sider some ol the pedagogical implications of theory and research. 

So, regard this chapter not simply as an introduction to the 
psychology of children's maths lea ruing but also as an arena in which 
we can compare, contrast and criticize different theoretical perspec-
tives on human development. 

PART 1: Theory and research into mathematics 
learning 

In the preceding three chapters, we have been considering a range of 
issues revolving around the development of language and communica-
tion. But language is only one of the systems of symbols that provide 
tools for thought. Piaget, as we know, considers action and the 
operations that are constructed through it, not language, as central to 
the development of intelligence. Vygotsky adopts a somewhat different 
stance: as we saw in chapter 1, he argues that the developmental origins 
of language and thought are separate. Although he agrees with Piaget's 
stress on the importance of activity as the basis for practical intelligence, 
he argues that, around the third year of life, language intersects with 
non-verbal thought to form the foundations for the development of 
verbal reasoning and self-regulation. From this time on, language starts 
to play a fundamental, formative role in intellectual development. 
However, non-verbal thinking remains. Not all symbolic activity 
requires language. Art, arithmetic, skill in sport and many other 
activities may proceed adaptively and intelligently without the involve-
ment of verbal thought. Consider, for example, Einstein's views on the 
relations between language and creativity revealed in the following 
quotation. His distrust of premature attempts to verbalize new thoughts 
is echoed in the writings of many creative individuals (e.g. Ghiselin, 
1952): 

The words or the language, as they are written or spoken, do not seem 
to play any role in my mechanism of thought. . . in thought are certain 
signs and more or less clear images which can be 'voluntarily' reproduced 
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and combined . . . the elements are, in my case, visual and some of 
muscular type . . . conventional signs and words have to be sought for 
laboriously only in a secondary stage. 

The fact that some forms of activity, including some ways of 
thinking, do not implicate language does not necessarily imply that they 
are not influenced by communication and teaching, however. In 
considering the relation between communication and the development 
of knowledge, we have to discuss more than the issue of speech and its 
role in thinking. For example, some deaf children with a very limited 
command of spoken and written language perform as well as the best 
of their hearing peers on tests of mathematical ability (provided that the 
tests used are not couched in complex written language). Even so, the 
average deaf child leaves school in the UK at sixteen performing in 
mathematics at a level typical of twelve-year-old hearing children 
(Wood et al., 1984). Although there is evidence that deaf children do 
not seem to require 'inner speech' or verbal reasoning to do very well 
in mathematics, the vast majority lag well behind their hearing peers. 
They find learning more difficult because the process of communication 
with their teachers is difficult. Their acquisition of knowledge is 
consequently impeded (Wood, 1986). However, even with hearing 
children there is reason to suppose that communications with their 
teachers also generate considerable though less severe problems in 
lessons on mathematics, as we shall see. 

Statements of discontent with the standards achieved in mathematics 
have been voiced in many tongues. The following quotation, from a 
Dutch scholar (Wolters, 1986), echoes sentiments expressed by people 
in many other countries: 

At the present time there is no teacher who can actually say that all is well 
with the teaching of arithmetic. 

There are far too many children who dislike arithmetic or worse, 
children who think it is a 'stupid' school subject. With relatively few 
exceptions, this situation is quite general and has to be taken for granted. 

Mathematics, for many, is difficult to learn and hard to teach. 
Perhaps one of the reasons for the popularity of Piaget's views on 
intellectual development was the reassurance it seemed to offer in 
identifying children's 'natural' capacities to construct the fundamental 
conceptual basis for mathematical thinking. This view, as we shall see, 
has received a good deal of support from recent research. The objection 
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that instruction too often involves attention to procedures and a neglect 
of conceptual understanding can be seen as a criticism of many 
approaches to the teaching of mathematics. But it also inspires some 
hope that better methods can be invented. Piaget's emphasis on the 
importance of relevant activity and self-directed problem-solving as the 
proper developmental basis for more abstract conceptual understand-
ing is shared by many students of child development, educational 
theorists and teachers. Where agreement ends, and argument begins, is 
on the importance of instruction, both informal and formal, at home 
and in school, in helping children to make mathematical sense of their 
experiences. How active should teachers be, for example, in aiding a 
child in his problem-solving and his conceptual constructions? Very 
active, as we shall see. 

Bruner (1966a, 1966b, 1971) argues that instruction is a necessary 
requirement if a child's spontaneous activities are to be transformed 
into symbolic, rational thinking. He shares Piaget's view that action is 
the starting place for the formation of abstract, symbolic thinking (like 
that involved in solving mathematical equations, for example) but does 
not agree with the notion that the child is unable to grasp the conceptual 
relations between practical activity and more abstract levels of thinking 
before a particular stage is reached. Rejecting Piaget's emphasis on 
logical operations and, with this, the view that the evolution of 
symbolic thinking is constrained by stages of development, Bruner 
offers a different perspective on both the process of coming to know and 
the nature of learning. He distinguishes between three 'modes' in which 
knowledge is expressed or 'represented'. He labels his three modes of 
representation 'enactive', 'iconic' and 'symbolic'. Enactive representa-
tion is similar to Piaget's notion of practical intelligence. For example, 
a child who can group sets of objects according to one or more criteria, 
say by size, colour or shape, is displaying enactively a level of under-
standing of classification. If children can imagine or draw pictures that 
depict the outcome of sets of actions, then they are using iconic 
representations. Basically, the defining characteristic of this form of 
'knowledge representation' is that the representation created must bear 
a one-to-one correspondence with the event or activity that it depicts. 
I will give some concrete examples later. 

Numbers themselves, verbal and written symbols, do not bear a one-
to-one relationship with the entities they depict. Similarly, symbols like 
'+' 'x' and '- ' do not, in themselves, bear any perceptual resemblance to 
the operations to which they refer. And, like function words in 
language, they possess several different meanings as mathematical 
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symbols, depending upon the sort of problem involved (e.g. dividing 
whole numbers or dividing fractions) (Skemp, 1971). Like Piaget, 
Bruner conceptualizes the development of knowledge in terms of 
growing 'abstraction' and arbitrariness in the symbolic content of 
thought, but he does not share Piaget's view that different modes of 
representation only become available to children at specific stages. So, 
for instance, whereas Piagetian theory implies that children will only be 
able to perform tasks involving the use of abstract hypothetical 
propositions or algebraic notation when they reach the stage of formal 
operations, Bruner argues that much younger children can, given 
appropriate instruction, learn how to both perform and understand 
such intellectual activities. 

The issue of logic and its role in explanations of children's math-
ematical understanding has been a focus of much international research 
over the past fifteen years or so and will figure prominently in this 
chapter. We will see that much of what Piaget had to say, particularly 
in relation to the logical relations that underpin mathematics learning, 
has received support from research. However, it has also become clear 
that, by largely ignoring the role played by cultural inventions such as 
written symbol systems, his theory is silent about important determi-
nants of mathematical knowledge. In this respect, Vygotsky's socio-
historical account provides an important explanatory dimension in 
understanding how symbol systems and cultural practices play a vital 
role in mathematics learning. 

In the first sections of the chapter, I will outline some of the major 
achievements of recent research into the young child's understanding of 
the foundations of mathematics. 

Counting and one-to-one correspondence 

In chapter 3, I mentioned studies by Donaldson and her colleagues 
which challenged Piaget's theory of stages and demonstrated how a 
child's ability to solve problems was influenced by factors such as task 
familiarity, the language used and the manner in which the experi-
menter introduced and explained the problem. Particularly relevant 
here is the controversy over the role of one-to-one correspondence (see 
figure 3.1 ) in the child's understanding of number, which I only touched 
upon in that chapter. 

In relation to the child's development of early number concepts, there 
are two main issues raised by Piaget's theory. The first concerns the age 
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at which children master the concept of one-to-one correspondence and 
the second is about the role played by this concept in the development 
of number understanding. There is still considerable debate about the 
first question (age of onset). Thus, there is some evidence that babies are 
able to differentiate sets of one, two and possibly three objects from 
each other. This had led some theorists (e.g. Gelman and Meek, 1983) 
to suggest that knowledge of one-to-one correspondence has its roots 
in innate mechanisms. However, the nature of these mechanisms and 
the exact role that they play in development of number concepts 
remains unclear and controversial (see Nunes and Bryant, 1996, for a 
recent treatment of this issue). 

More positively, there is now extensive evidence to show that the 
child's ability to master Piaget's tests of one-to-one correspondence do 
lay down some of the necessary (i.e. logical) foundations for counting, 
adding and subtracting (Fuson, 1992). Let me try to illustrate the 
outcome of many investigations with a thought experiment. Imagine a 
situation in which, alternately, you are given a red and then a green ball 
to place in a bag. You are given many balls and lose count of how many 
of each you have received. Losing count (or not counting at all) does not 
matter provided that you know (a) that for every red ball you were also 
given a green one and (b) that no balls have been added or taken away 
from the bag. Young children who cannot count will accept that such 
'equal sharing' (i.e. a one-to-one correspondence between elements in 
each of two sets) coupled with the fact that nothing is added or taken 
away justifies the conclusion that two sets are the same. They come to 
this realization before they learn that they can use numbers and 
counting to compare sets. Thus, Piaget's view on the developmental 
primacy and necessity of one-to-one correspondence in learning to 
count has been vindicated. However, as we shall see in the next section, 
learning to count and compare sets of objects is only the first step in a 
surprisingly long j ourney in the child's mastery of counting, adding and 
subtracting. 

Counting: out, on, up and down! 

A five-year-old child is asked to add 5 and 2. Eventually, of course, she 
will come to 'know' that the answer is 7, recalling it from memory. 
However, as Piaget argued, the developmental pathway stretching from 
learning and reciting the names for numbers (sometimes called 'number 
poems') through to recalling the answers to simple addition sums is a 
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long one and involves more than simply 'practising' or learning the 
'fact', say, that 5 + 2 = 7. 

Initially, our five-year-old may solve such addition problems by using 
tangible materials, such as sets of blocks or her fingers, to provide a 
concrete 'model' of the problem which she can use to count. Thus, she 
counts up to 5 on her left hand as she says, 'One, two, three, four, five'. 
She then looks at her right hand and, counting from the little finger, 
says, 'One, two' . Next, she touches the two outstretched fingers of her 
right hand against first the thumb and then the fingers of her left, saying 
again, 'One, two, three, four, five', and she then counts 'six, seven' as 
she touches each of the two outstretched fingers of her right hand. She 
then announces her answer: 'Seven!'. 

What can we infer from this, quite complex, performance? Well, the 
child - let's call her Laura - seems able to count up from at least 1 to 
7. By uttering each count name as she first extends her fingers and then 
by counting them all, Laura also shows some sense of one-to-one 
correspondence between count names and the fingers which she uses to 
'model' the act of counting. She does not miss out any number, nor does 
she use the same number twice in sequence. She is showing some 
number sense. However, note the fact that she had first to count out 
each number (5 and 2) and then proceeded to count out all of the set of 
7. 

Contrast Laura's performance with that of another child, Mary. She, 
given the same problem, puts up two fingers of her right hand and 
simply says 'six, seven'. This child counts on from one number. Mary's 
performance suggests that she has a more advanced sense of number 
than Laura. Technically, she displays some grasp of the cardinal nature 
of number. A number can be used both to refer to an element in the set 
of fingers counted (the ordinal use of a number name) and, at the same 
time, to refer to the set of objects counted (the cardinal use of a number 
name). Put another way, the ordinal use of count names resembles the 
use of numbers as adjectives (e.g. one finger, two fingers . . . etc.) and 
the cardinal use is akin to a noun (a name for the set of objects counted). 
Because Mary 'counts on' in this way, she is showing some understand-
ing of the fact that a number, like 5, is not simply a word that is said as 
part of a series (1,2,3,4,5) but can also represent a set of five things 
(much as you might look at a 5p coin and know that it is equivalent to 
five single pennies). I will come back to the significance of this later. 

Suppose we ask Mary to add together 3 and 6. She extends fingers in 
turn and counts 'four, five, six, seven, eight, nine'. We pose her several 
other problems of a similar kind and discover that she often counts on 
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from the first number given to perform the addition, whether or not this 
is the smaller of the two numbers in the sum. So, given 5 plus 3 she 
counts on from 5. Asked to add 4 and 7, she counts on from 4, and so 
on. Contrast her performance with that of six-year-old Sam who, no 
matter in what order any two numbers are given to him, always counts 
on from the larger of the two. Thus, asked to add 4 and 7 he counts out 
'eight, nine, ten, eleven'. Sam has developed what has been termed the 
'MIN' strategy. 

Sam's performance suggests that he has grasped two further things 
about numbers and counting. First, counting on from the larger number 
requires less computational effort. In recognizing this fact, however, he 
is also indicating that he can co-ordinate his thinking about the relative 
sizes of two sets (i.e. a set of 4 and a set of 7) in order to recognize which 
is the larger. Hence, he is giving evidence of having mentally con-
structed the beginnings of a 'number line' along which sets of different 
sizes are structurally related. None of this needs to be 'conscious' 
knowledge, of course. In Vergnaud's (1982) terms, such knowledge in 
practice is an example of 'theorems-in-action'. 

The developmental changes in children's grasp of number concepts 
illustrated by these three imaginary case studies are quite general ones 
and the counting strategies illustrated (along with others) have been 
found in many studies. Theoretical debates about how we should 
interpret such developmental changes have proved long and complex. 
One possibility is that children pass through a series of clear-cut stages 
as they construct their understanding of number. This view, however, 
has been seriously undermined by recent research undertaken, amongst 
others, by Siegler and his colleagues (e.g. Siegler and Jenkins, 1989). 

Prior to Siegler's studies, many investigators had attempted to 
unravel the early stages of mathematical development by testing large 
numbers of children at different ages to discover the average age at 
which the different strategies emerged. Siegler has challenged this 
approach to theory development. Large-scale studies of children at 
different ages (so-called cross-sectional designs) can provide a general 
overview of the nature and timing of changes in children's thinking. But 
using average scores based on grouped performance measures can also 
lead to false inferences about how individual children change over time. 
Siegler's group undertook longitudinal investigations of small groups 
of children in which each child was observed on a regular basis over a 
relatively long time period (hence the term 'longitudinal'). Interviews 
with children began before any evidence of the MIN strategy was found 
in their counting. 
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Children were presented with sets of problems similar to those 
illustrated above. Most were addition sums that could be solved by 
counting using the fingers of two hands to create models of the 
problems but, occasionally, the child was presented with 'challenge' 
problems, such as 21 + 2, which are hard to solve by counting out. 
Children were aged about five at the start of the study. A number of 
general findings emerged from the interviews. 

First, it was never the case that a child at any age would use only one 
strategy to solve addition problems. The same child might even use a 
different method on the same problem on different occasions. One 
striking thing about children's use of strategies was that all were usually 
successful with addition problems involving small numbers (i.e. less 
than 10). Typically, children were 80-90 per cent correct whatever 
method they used. Why, then, do they bother to develop new strategies ? 

Few children managed to solve the challenge problems; the numbers 
involved were usually too large to handle using fingers. They were 
included in the investigation to see if, as 'conflict' theories of conceptual 
change predict, these were the problems on which children developed 
new strategies and exhibited their first use of the MIN strategy. This 
was not the case. All the children studied first adopted the MIN 
approach on problems that they could already solve using one or more 
other methods. This, according to Siegler, implies that learning is 
success driven rather than motivated by cognitive conflict. In this 
regard, his account agrees with Karmiloff-Smith's theory of represen-
tational re-description (chapter 5) and the role of success and pattern 
finding in promoting developmental change. 

When children discovered MIN, it might have been expected that 
they would immediately drop their other, laborious strategies in favour 
of the more efficient method. This was not the case. Rather, children 
continued to use several strategies, MIN included, for some time. What, 
then, motivated them to eventually drop their early, counting methods? 
Siegler suggests that the answer to this question may lie with children's 
experience with the challenge problems. Whilst there was no evidence 
that the difficult, challenge problems 'caused' the children to invent 
MIN, they did play an important role in the generalization or transfer 
of the strategy to new problems. When MIN was first used successfully 
by a child to solve a challenge problem, it soon came to dominate their 
addition activity. 

Although we now have a detailed picture of the ways in which 
children develop different strategies for counting sets, the precise nature 
of processes which lead them to develop and use new strategies are still 
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a subject of debate, and, as yet, there is no generally accepted explana-
tory model. Some reasons for this will be explored later. 

Since learning arithmetic involves constructing a system of under-
standing, rather than mere rote learning of number 'facts', one would 
expect to find parallels and similarities between children's abilities in 
mathematically related activities such as addition and subtraction. 
Work by Siegler and others supports this expectation. 

As with addition, children develop more than one method for 
handling subtraction problems. For example, asked to 'take' 5 away 
from 12, a child might first use fingers to model 'counting down' 5 steps 
from 12, saying '11, 10, 9, 8, 7', then check that 5 fingers have been 
flexed (i.e. taken away), finally 'reading off the answer 7. Alternatively, 
they might 'count up' on their fingers from 5, to 12 'six, seven, eight, 
nine, ten, eleven, twelve', and then re-count the number of fingers to 
find the answer to the sum. As with the development of 'number bonds' 
for simple addition problems, it takes both time and effort before 
children simply 'recall' that 12 take away 5 equals 7. 

In learning how to take away, children also face some special 
problems. First, the counting down strategy rests on backwards 
counting which, for most children, is less likely to be a practised 
activity than counting up. Unlike simple addition problems in which 
both numbers in the sum can be modelled directly on the fingers, in 
counting down subtraction, the answer (e.g. 7 in the problem just 
mentioned) is not named in the statement of the problem. With 
counting up, however, the count stops once the larger of the two 
numbers (i.e. 12) in the problem is reached. Thus, the child who counts 
down has to remember how many fingers to count before they 'read 
off their answer. In counting up, the child may simply wait until they 
hear themselves say 'twelve' and then stop to re-count the fingers used. 
The plausibility of such accounts for the difficulty of counting down 
and the special problems that this creates for children learning 
subtraction receives some support from classroom experiments. When 
children were encouraged and supported in using counting up strat-
egies, they improved their performance on simple whole-number 
subtraction problems (Fuson, 1992). 

With both counting up and counting down, however, there are 
problems not experienced in simple addition counting. Whether the 
child counts down from 12 or up from 5, neither saying 12 nor 5 should 
accompany flexing a finger. Should a count in either direction start 
from the number given in the problem, the child's answer will be out by 
one - a common finding (Fuson, 1992). 
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Cardinal knowledge 

I have already tried to illustrate the distinction between ordinal and 
cardinal concepts of number and suggested that the achievement of 
some grasp of cardinal number represents an important watershed in 
children's number understanding. Before moving on to discuss further 
developments in number concepts, I will explore some of the reasons 
why this is the case. 

Consider the humble number 11. Imagine giving a pile of pennies to 
a group of five-year-olds and asking them to count out a set of 11. Most 
children of this age are likely to succeed. Then give them a few 10 pence 
pieces and a few (less than 11) penny pieces. Again, we ask our five-
year-olds to make 11 pence. With children aged five to six, only about 
a third will be able to count to 11 by using a lOp and l p piece (Nunes 
and Bryant,1996). 

To solve the first task, the children need only knowledge of one-to-
one correspondence and the ability to count out sets up to 11. They do 
not need to be able to count on. To solve the second addition problem, 
they also need to have some grasp of cardinal number because they have 
to be able to count on from 10. We now then ask the same group of 
children to solve the following problem. They are shown a closed wallet 
in which they are told there are 7 pennies which they cannot see. They 
are also shown a set of 8 pennies and asked how many pennies there are 
in total. Some children give the answer 8 or 9: They only count the 
pennies that they can see, or get to 9 by counting the wallet as one. 
Others quickly count out 1 to 7, perhaps tapping the wallet as they do 
so, and then proceed to add on the 8 pennies that they can see. Here, 
the child counts out the total set. A third group simply count on by 
counting just the pennies that they can see starting from number 8. 
Children who count out the whole set or who count only what they can 
see are unlikely to solve the problem of adding 10p and l p . However, 
those children who could solve the 'wallet' problem by simply counting 
on are likely to be able to do so. 

Why is this significant? Well, for one thing, it shows that if a child 
can't count on and, by implication, does not yet have any grasp of 
cardinal number, they also cannot begin to appreciate the fact that 
numbers are organized on a base - in our case, a base of 10. Put another 
way, the child has to grasp the idea that a count number refers to a set, 
not just to a thing, before they can start to add things with different 
denominations. If the child sees a 10 pence piece simply as an object to 
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be counted rather than a sign for a set of 10 elements (which, so-to-
speak, are 'hidden'), then they will not be able to appreciate the way in 
which our number system is ordered around a base. I will elaborate on 
this point later when we look at the base system in more detail. 

When children achieve a firm, intuitive grasp of the cardinal nature 
of numbers, then they have acquired a new number meaning. They 
'knew' the same numbers when they used them as ordinals but this 
knowledge is transformed when they acquire their cardinal meanings. 

Derived number understanding 

The achievement of a grasp of cardinality thus marks an important 
landmark in children's number understanding. But their journey into 
the realms of addition and subtraction is still far from completion, even 
in learning about small, whole numbers. When children intuitively 
grasp the idea that a given cardinal number, say 7, can be assembled or 
disassembled into various combinations (i.e. 1 + 6,2 +5,3 + 4 etc.), then 
they develop some sense of what has been termed the 'additive 
composition' of small numbers. They realize that the same cardinal 
number can be formed in different ways and still be the 'same' number. 
Again, the nature of number meanings is further extended and inte-
grated as they make new discoveries. 

Armed with this knowledge, the flexibility and generativity of 
children's addition and subtraction achieves new heights. For in-
stance, asked to add 7 and 5, a child might transform the problem into 
6 + 6 = 12. In so doing, they are showing some intuitive appreciation 
of the fact that taking 1 away from 7 is offset, or compensated for, by 
adding 1 to the 5. The answer given by both sums is the same, 12. Here 
again, the overall total set is conserved despite the fact that it was 
derived in different ways. It can be additively composed of either 6 + 
6 or 7 + 5. 

In saying that children exhibit some intuitive grasp of concepts like 
additive composition, it is not being claimed that they have an explicit 
or self-conscious understanding of what they know. Vergnaud, whose 
work has done much to shape recent theory and research into math-
ematics learning, uses the expression 'theorems-in-action' to refer to 
such knowledge. This concept is somewhat akin to Bruner's notion of 
enactive knowledge but it also incorporates Piaget's insight that such 
knowledge-in-action is also implicitly constrained by logical relations. 
I will say more about this rather complex concept later. 
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Addition and subtraction as models for situations 

In an overview, analysis and critique of research into children's 
understanding of addition and subtraction, Fuson points out that the 
vast majority of research, like Siegler's, has only examined children's 
knowledge in a limited range of mathematical situations to which 
addition and subtraction are relevant. Thus, our current theories are 
limited in scope. In fact, Fuson identifies twenty-two different types of 
addition and subtraction word problems for whole numbers. I will not 
try to exemplify all of these here. Rather, I will give a few examples to 
illustrate some of the main theoretical and educational implications 
that Fuson draws from her analysis. 

In the problems used by Siegler and his colleagues, children are asked 
either to add one number to another or to take one away from another. 
In each case, both numbers that need to be used in the sum are stated 
in the problem. It is possible to construct problems in which this is not 
the case. For example, in 'Bob got 2 cookies. Now he has 5 cookies. 
How many cookies did Bob have in the beginning ? ' one of the 'addends' 
(i.e. 3) is missing. Contrast this with 'Bob had 3 cookies. He got 2 more 
cookies. How many cookies does he now have ?' In the second problem, 
akin to Siegler's, both numbers (addends) are given in the statement of 
the problem. But in the first problem, the 'start' is missing: i.e. we do 
not know how many cookies Bob had to start with. Such problems are 
far more difficult for young children. Why? 

Well, when both addends are known, together with the operation to 
be performed (i.e. +), then the child can use fingers or manipulables to 
model the problem situation being described directly. With the missing 
start problem, how is the child to set up a model of the situation? The 
sentence 'Bob got 2 cookies' suggests addition, but to what? One 
strategy the child might use is to count out 5 objects, count out and 
throw away 2 and then count the remainder. This model is quite 
different in that it requires more 'anticipation' (Nunes and Bryant, 
1996) or 'operations of thought' (Vergnaud, 1982) in its construction 
than the problem in which both addends (3 and 2) are given. Thus, 
problems which involve changes in quantity by adding or taking away 
elements from a set come in different types - types which demand the 
construction of different physical or mental models by the child. 

In addition to 'change' problems, there are others which demand 
addition and subtraction. Another class, for instance, involves the 
comparison of two sets: hence, compare problems. An example, from 



238 The mathematical mind 

Fuson: is 'Janice has 8 sticks of gum. Tom has 2 sticks of gum. Tom has 
how many sticks less than Janice?' A child might solve such a problem 
by setting out (physically or mentally) 8 tokens to represent Janice's 
gum. She might then line up 2 tokens in this set to put them into 
correspondence with two other tokens representing Tom's supply. 
Then, by counting up those in the 'Janice' set which have no counter-
parts in Tom's set, she can get the answer. 

I am not suggesting this is the preferred or only model that children 
might use in such circumstances. Nunes and Bryant, and Fuson, provide 
other examples. The point I am trying to illustrate is that, like the 
'missing start' problem, this compare problem involves different kinds 
of models from those demanded by Siegler-type tasks. Finally, consider 
some other problems that children find particularly difficult: 

Jim has 5 marbles. He has 8 fewer marbles than Connie. How many 
marbles does Connie have? 

Maxine has 9 sweaters. She has 5 sweaters more than Sue. How 
many sweaters does Sue have? 

There is ample evidence to show that many children, even quite late 
in their schooling, can be deceived by such problems, giving an answer 
of 3 to the first and 14 to the second. Words like 'fewer' suggest a take-
away-from solution and 'more than' suggests an add-to problem. If 
the child does not or cannot interpret the situation being described (to 
'anticipate' in Nunes and Bryant's terms) to infer the appropriate kind 
of model to use in solving such problems, then he is likely to fall back 
on a 'surface structure' reading of the problem and be misled by such 
linguistic expressions. This phenomenon is common in children's 
mathematical performance. Sowder (1988, cited in Greer, 1992) 
characterizes the way in which many children approach such word 
problems as follows : 'Look at the numbers: they will tell you which 
operation to use. Try all the operations and choose the most reason-
able answer. Look for key words or phrases to tell you which 
operation to use' (p. 285). Sowder's commentary applies not only to 
young children learning to solve addition and subtraction problems 
but is a general observation about the kinds of strategies used by many 
children in attempting to solve mathematical word problems, as we 
shall see. 
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Pause for reflection and review 

In my view, one of the most important achievements of recent research 
into the psychology of mathematics learning is the detailed knowledge 
that has been gained about the relations between mathematical symbols 
such as + and - and the variety of real-world situations in which they 
function. Although I have only explored a small part of the taxonomy 
that Fuson has elaborated, and this only covers addition and subtrac-
tion involving whole numbers, I hope to have communicated some 
sense of the importance of the style of analysis she and others offer. Such 
analyses, which are deeply rooted in research on children's mathemati-
cal understanding, have provided new frameworks in which we can 
examine what children know and have to learn in order to master the 
foundations of arithmetic. As we shall see later, they also offer a means 
of evaluating and developing both curricula and methods of teaching 
in maths. 

The analysis of mathematical sign systems, coupled with psychologi-
cal analyses of the cognitive processes that are needed to learn and use 
them, has also helped to etch out at least some of the details of the 
interplay between conceptual development and learning in children's 
mathematical understanding. In so doing, research has explored the 
importance of the Piagetian emphasis on a child's developing under-
standing of logical relations and on important changes or discontinuities 
in development, although debates about the nature and origins of 
children's grasp of such relations remain. Piaget's theory is, however, 
insensitive both to the importance of content and meaning in children's 
mathematical capability and to the central role played by the systems 
of signs and symbols made available to them by their culture. As Nunes 
and Bryant observe, his theory assumes that the grasp of logical 
relations is all that is needed to explain the child's development of 
mathematical understanding. Whilst some contemporary theorists, like 
Nunes and Bryant, accept Piaget's stress on logical relations, they also 
integrate this within a framework which acknowledges the part played 
by content and culture in children's learning. In so doing, such theories 
dispense with the concept of stages of development whilst maintaining 
the idea that development involves conceptual change. I will explore 
these complex notions further in the following sections. 

In the next section, we consider theory and research concerning 
children's understanding and learning in multiplication and division. It 
offers a brief and selective overview designed to explore further the 
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interplay between conceptual development and learning in mathemati-
cal understanding. It is not intended to be comprehensive but illustra-
tive of some general points. As with addition and subtraction, research 
into multiplication and division has provided some important insights 
into the nature of a whole variety of mental and physical models that 
make use of the same mathematical symbols. Here too, if children 
cannot learn how to recognize which models are appropriate to 
different kinds of mathematical situations, then they cannot be ex-
pected to use appropriate strategies and procedures. Acquiring skill and 
expertise in executing procedures without also developing a sense of the 
nature of the kinds of logical relations involved in different kinds of 
problems will lead the child to the kinds of surface structure strategies 
described by Sowder. 

Although there is less agreement about the different kinds of situation 
in which the operations of x and ■*- serve as models than there is in 
relation to simple addition and subtraction, enough common ground 
can be found to establish the importance of understanding the map-
pings between concepts, situations and models in another field of 
mathematics. There is also some degree of consensus about major 
developmental changes that (sometimes) occur in children's conceptual 
knowledge of number which I will also try to illustrate. 

Multiplication and division: some beginnings 

According to Piaget, whilst addition has its roots in the understanding 
of one-to-one correspondence, early concepts of multiplication stem 
from a grasp of one-to-many correspondence. He argued that children 
as young as five years have some grasp of relations between two sets 
such as one-to-two and one-to-three. Although there has been remark-
ably little further empirical study beyond Piaget's work on this topic, 
what has been undertaken supports his claims (see Nunes and Bryant, 
1996, for a review). 

For example, Frydman (1990), working with four- and five-year-
olds, asked children to give two dolls the same number of pretend 
sweets. These were either single units or double ones (e.g. akin to single 
and double squares of a chocolate bar). They were told that one doll 
preferred her sweets in two-unit pieces whilst the other liked hers in 
single units. Thus, to achieve fair shares, the child must, in turn, give one 
double to one doll and two singles to the other. Provided that the 
relation between the single and double units is made clear by using 
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colour cues, young children do well with this task. Thus, where a double 
sweet is made up of one blue and one yellow unit and the singles are 
either blue or yellow, even four-year-olds, with a little training, can 
master such simple 1:2 ratio problems. 

But why is this significant? Well, for reasons which parallel those 
given in relation to the importance of an understanding of one-to-one 
correspondence in the development of counting, adding and subtract-
ing. Young children are able to grasp simple one-to-many correspond-
ence before they learn how to use counting to do such tasks. This implies 
that the appreciation of the logic of correspondence pre-dates the 
acquisition of numbers. In Piagetian terms, this grasp of logical 
relations is what makes possible and underpins the acquisition of ideas 
such as 'two for one' and, hence, early concepts of multiplication and 
ratio. 

Children grow up in a world full of examples of one-to-many 
relations (or ratios). Most dogs have four legs, as do the vast majority 
of cats. Most cars have four wheels and functional motor bikes and 
bicycles have two. A ratio expresses the numerical relation between two 
sets: e.g. 1:4 states the ratio between your typical set of dogs and legs 
and between cars and their wheels. Children also encounter conven-
tional relations: e.g. (at the time of going to press) the cost of a litre of 
petrol is around 56p and chickens weigh in at around £2.50 a kilo. In 
these latter cases, the numbers express a relation between two continu-
ous quantities, i.e. weight and price or volume and price, to give 
numbers expressing price per kilo and price per litre. Although the same 
mathematical operations can be applied to these two types of measures 
(i.e. ratios between sets and cost per unit), they involve, as we shall see, 
quite different number meanings. 

When multiplying sets, say of dogs and legs, it is possible to solve 
many problems by repeated addition. So, if we have 4 dogs, then we 
have a set of 4 + 4 + 4 + 4 legs. Similarly, to find the cost of 2 kilos of 
chicken we may add £2.50 to £2.50. Of course, a repeated addition 
strategy proves cumbersome and error-prone once we start dealing 
with large numbers. 

A ratio, such as 1:4, expresses an invariant relation which holds 
between two sets. When a child solves ratio problems by repeated 
addition, they can, do so without focusing on, understanding or using 
this invariant. For example, they can add up each set 4 times (1+1+1+1 
and 4 + 4 + 4 + 4) without any attention to, or grasp of, the fact that the 
relation between the two sets is always the same, as in (1:4, 2:8, 3:12, 
4:16 etc.). As the sets are multiplied or 'replicated', the numbers change 
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but the ratio between them remains the same. Thus, 'times by 5', for 
instance, refers to the number of times (!) the ratio is replicated or 
repeated. If a child only focuses on the result of a single repeated 
addition solution, then she will not grasp this invariant which rests on 
the patterns in the numbers produced by successive replications over 
the set. 

As Nunes and Bryant (1996) conclude, 'there is much more to 
understanding multiplication and division than computing sums. The 
child must learn about and understand an entirely new set of number 
meanings and a new set of invariances all of which are related to 
multiplication and division but not to addition and subtraction' (p. 
199, italics mine). 

Sharing, splitting and dividing 

Consider the following word problems: 

Mary has invited 5 friends to her birthday party. She wants to give 
each friend 3 cakes. How many cakes does she need? 

Mary has 15 cakes. She wants to give each friend coming to her party 
3 cakes each. How many friends can she invite? 

Children find the second kind of problem more difficult than the first. 
They may eventually recall the fact that 15/3 = 5 from memory, but 
what do they do before this fact is known? And why, before such facts 
are known, is the second problem harder than the first one? 

One could argue that division is harder than multiplication and that 
is why the second problem is more difficult, but that doesn't get us very 
far. If, as we found in relation to addition and subtraction, such 
problems are rooted in different types of situation and demand different 
underlying models for their solution, then the reason why such word 
problems differ may become clearer. This, in fact, is what Nunes and 
Bryant propose. 

Let us first attempt to analyse what an understanding of such 
problems might entail. Start with a thought experiment: imagine the 
following situation. A set of objects (say 20 sweets) is first shared out 
between 2 children. The same set size is then shared out between 4 
children, and then 5. Clearly, the number of sweets received by each 
child varies as the number of children increases; the quota received by 
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2 children is larger than that received by 4. Here, 'division makes 
smaller' in the sense that, when a given number is divided by n, the size 
of the resulting share (quota) decreases as the size of n increases. Of 
course, whilst the size of each quota gets smaller, the number of quotas 
gets larger. There is obviously a systematic relation - an invariant. For 
any given size of set, the more times it is split into shares, the smaller 
each share becomes. To grasp these relations, children need to come to 
understand the way in which three quantities - initial set, number of 
splits and size of quota - relate to each other. Let us attempt to unpack 
what they need to learn in a little more detail. 

Children need to know that a set of the same size, shared equally 
between the same number of recipients, leads to equal quotas. With 
small numbers, it is not necessary to count out sets. If one understands 
the logical relation that equal shares mean that each gets the same, then, 
for simple problems, counting is not needed. Most five-year-olds grasp 
this fact in situations where numbers are small but this early under-
standing is qualitative; it is not based on numbers. 

Children also need to recognize that, for a given set size, as the 
number of recipients increases, the size of each share or quota gets less. 
Most five- and six-year-olds assume that if the same numbers of sweets 
are to be shared between three or four beneficiaries, they all get the 
same! They do not seem to relate the size of the set to be shared out to 
the number of individuals who are to receive shares. Current evidence 
suggests that this insight is, however, achieved by most seven-year-olds 
(again, under certain conditions). Interestingly, mistakes made by 
seven-year-olds differ from those made by younger children. The seven-
year-old, if incorrect, is likely to say that if there are more recipients, 
then each will get more! This suggests that they recognize the need to 
co-ordinate the total number of sweets available with the number of 
recipients in order to work out the size of each share, but haven't yet 
figured out the nature of the relation between them. Most of their peers, 
however, appear to have solved this problem. So, they know that as the 
number of shares or splits increases, then the size of the resulting quotas 
gets smaller. 

But do they recognize the fact that if the size of each quota is decided 
first and the size of the set to be shared remains constant, then the number 
of possible recipients gets less as the size of the fixed quota increases? For 
example, when do children grasp the fact that if, say, they want to give 
every child who comes to their party 4 sweets, they will be able to invite 
fewer friends than if they decide to give each child who comes only 3 
sweets (the number of sweets available being held constant)? 
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To a mature mind, an understanding that more splits mean smaller 
quotas might seem, necessarily, to entail a grasp of the principle that 
larger quotas mean fewer beneficiaries. However, this does not hold 
for young children. What evidence we have suggests that the two 
mathematical insights are rooted in different kinds of models of 
situations. 

A recent study by Correa (1995, cited in Nunes and Bryant 1996) 
illustrates this point. Children were asked to undertake two tasks. In 
one, they were told that a number of rabbits were to be invited to a 
party and that they were to receive equal shares of a set of sweets. The 
children were given blocks (as tokens of sweets) to help them to model 
the situation. Six-year-olds typically solved such problems by letting 
different locations on a table 'stand for' each rabbit and then sharing 
blocks out on a one-to-one basis until they ran out. They could then 
count out the number of blocks in a set to work out the size of each 
quota. 

When asked how many rabbits they could invite to a party when 
share size was fixed (e.g. each rabbit was to receive 3 sweets), they 
counted out a share and put it on the table, and then counted out 
another share, and so on, until they ran out of blocks. Some then 
counted out the number of shares or quotas as requested. Others 
counted out the size of a quota, illustrating a similar difficulty to that 
of seven-year-olds faced with harder tasks. Such children modelled the 
situation correctly, but failed to figure out (or remember) what needed 
to be counted. However, whilst younger children, aged five, were 
sometimes able to solve the problem of working out how many sweets 
each rabbit would receive in the first situation (with small numbers of 
imaginary rabbits), they could not produce a model for the second type 
of problem in which share size was fixed ahead of time. 

Thus, the strategies used for the first type of problem (in which a set 
is partitioned into shares - called 'partitive' ) is mastered at an earlier age 
than one in which both the total to be split and the size of each share 
are decided ahead of time and the task is to work out how many shares 
or quotas can be made (called 'quotitive' problems). 

The relative difficulties that children have with word problems of the 
type illustrated at the start of this section thus echo the order in which 
an understanding of similar problems occurs in practical problem-
solving earlier in development. The research reviewed by Nunes and 
Bryant leads them to conclude that young children do develop a 
conceptual grasp of both types of situation before they meet such 
problems in school, typically in the form of word problems. They argue 
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that the 'difference in the manipulations of objects is indicative of a 
parallel difference in the operations of thought' that are needed to 
connect tasks with the logical relations that the child understands. So, 
what later occurs on the 'mental plane' reflects the structure of earlier 
activity in the practical world. 

Dividing and division: parts and wholes 

Consider the following problems: 

If you have 2 pizzas of the same size and 1 is shared between 6 people 
and the other between 8, which group will have larger pieces? 

Which fraction is larger, 1/6 or 1/8? 

Children who can work out the first problem without difficulty often 
fail the second one. In fact, as we shall see, fractions and decimal 
numbers between 0 and 1 create tremendous problems for many 
children. The fact that children can answer the first problem shows that 
they have some intuitive grasp of the fact that as a given 'whole' is 
divided into 'parts', the size of the parts so formed decreases as the 
number of parts increases. This is similar to the invariant which holds 
when sets of objects are shared out. However, as we shall see, the two 
invariants are rooted in different situations, activities and models. So, 
why do children have problems with fractions? 

A common strategy for introducing fractions in schools is illustrated 
in figure 8.1. 

Children are asked to work out what fraction of the whole the shaded 
areas represent. They typically solve such problems by counting. First, 
they count the number of shaded segments. Then they count the total 
number of segments and use the convention of putting a / mark between 
them to derive an answer of 2/6 or whatever. Suppose that they employ 
the strategy with all of the problems shown. What is the nature of the 
invariant which governs this class of problems? The relation between 
the parts and the whole. So, 3/8 means 3parts of a whole which has been 
divided or split into 8 parts. Is this what children understand when they 
read or write 3/8? A great deal of evidence suggests that many do not. 
They do not see such marks and symbols for division at all. Many fail 
to make a connection between their intuitive knowledge, such as that 
revealed by the pizza example, and the mathematical marks used to 
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Figure 8.1 Illustration of materials used in teaching and learning fractions 

express fractions. The same generalization extends to children's 
understanding of decimals between 0 and 1 (Greer, 1992). Why might 
this be the case? 

Imagine sharing out a small, medium and large pizza to three 
different groups of 6 people. Each pizza is divided into 6 parts, so each 
person gets l/6th of a pizza. But, of course, they do not each get the same 
amount to eat. They each get to eat the same fraction of a pizza, but the 
quantity varies. The size of the piece received depends upon two factors, 
the size of the whole to be divided and the number of parts created by 
dividing it up. 

The number of pieces into which a whole is divided can be counted, 
as can any subset of them. They are, so to speak, 'amounts of stuff; they 
are called extensive quantities. However, the relation between them 
(e.g. a fraction) is not an amount of stuff. It is insensitive to the actual 
size of either the whole or its parts, being a conceptual relation between 
them. Such conceptual or abstract relations are sometimes referred to 
as intensive quantities. Where the extensive aspect of quantity is 
concerned with the relations between numbers and what they refer to 
in a given situation, the intensive aspect refers to conceptual relations 
between the numbers themselves. I will provide more examples of the 
distinction between intensive and extensive aspects of number meaning 
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later. These, hopefully, will help to illustrate further this rather difficult 
distinction. 

Schoenfeld (1992) argues that mathematics is the science of patterns 
and pattern finding. In relation to fractions, one pattern, as we have 
seen, is an invariant that has to do with relations between values put on 
two variables (parts and wholes). This invariant has roots in situations 
like dividing continuous quantities, such as circles, into parts. 

If a child is unaware of the invariant which holds over perceptual 
changes in appearance (e.g. the actual size of parts and wholes), then 
they will not discover such patterns nor grasp the new number 
concepts to which they give rise. However, when children are sup-
ported in learning, explicitly, the mappings between their intuitive 
knowledge of part-whole relations on the one hand, and the system 
of signs used to model these relations in mathematics on the other, 
their understanding can be advanced. For example, by alternating 
between signs and operations that they can grasp (e.g. dividing pizzas) 
and the manipulation of the relevant system of mathematical signs (the 
'language' of fractions), they can be helped to make connections 
between their everyday knowledge and symbolic representations 
(Mack, 1993, cited in Nunes and Bryant, 1996, p. 229). I will return 
to the issue of bridging everyday understanding and systems of 
mathematical signs later. 

New kinds of numbers 

The distinction between extensive and intensive aspects of number is an 
important one in our understanding of the concepts that children have 
to grasp if they are to advance in mathematics. The distinction is also 
important in understanding how and why multiplication and division, 
though employing the same symbols for different types of problem (e.g. 
the use of x for multiplying with both whole numbers and fractions or 
decimals), demand different procedures because the mathematical 
situations in which they serve vary. I will give a few more examples to 
illustrate these important points further. 

Imagine asking a group of ten-year-olds to decide whether a given 
amount of orange concentrate will produce a stronger or weaker drink 
when mixed with two different amounts of water (say 2 cups versus 3 
cups). They will probably have no difficulty in deciding that adding 
more water makes for a weaker mixture. Next, imagine setting the 
following problems (adapted from a study by Noelting, 1980): 
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Problem 1: If we mix the following amounts of orange concentrate 
and water, will the two mixtures taste the same or will one taste 
stronger (more concentrated): 

4 cups of orange concentrate mixed with 2 cups of water 

2 cups of orange concentrate mixed with 1 cup of water 

Problem 2: If we mix the following amounts of orange concentrate 
and water, will the two mixtures taste the same or will one taste 
stronger (more concentrated): 

3 cups of orange concentrate mixed with 2 cups of water 

4 cups of orange concentrate mixed with 3 cups of water 

Where, as in first problem, children can work out the answer by simply 
adding or multiplying the numbers involved (i.e. they appreciate that 
doubling 2 to 4 cups of orange concentrate is equivalent to doubling 1 
to 2 cups of water) then the chances of success are high. However, a 
majority of school-leavers are likely to get the second problem wrong. 
Why? 

It is not simply because the numbers in the second example are larger. 
Of course, harder numbers do influence a problem's difficulty, but the 
real source of the difficulty that children face with such 'two-variable' 
situations, which cannot be solved by simply adding or multiplying 
both sets of terms in the problem, are largely conceptual, not compu-
tational. 

Before I elaborate on this point, consider another example: 

If coffee is priced at £2.50 per 100 grams and a pile of coffee weighs 
250 grams, what is the cost of the coffee pile? 

There are two kinds of numbers being used here - numbers with 
different mathematical properties. Thus, the amount of coffee is 
another example of an 'extensive' quantity. It refers to an actual 
amount of stuff. Similarly, the price of that given amount is extensive 
- it refers to the cost of a particular, visible pile of stuff. The third 
number - price per unit of weight - is different: it is an intensive 
quantity. Like a fraction, it expresses an invariant relation between two 
things, each of which can vary. 
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The difference between the two aspects of number concepts, inten-
sive and extensive, can be illustrated further by considering the kinds 
of mathematical models that each can and cannot enter into. For 
example, if one doubles the amount of coffee, then the pile made is 2 
times the original. The cost of the new pile is also twice the original. 
Both refer to changes in extensive quantity. But the price per unit cost 
is the same. Multiply this number by 2 (i.e. assimilate it to the same 
mathematical model as that used for extensive quantity) and you make 
an error. The error has nothing to do with the accuracy or otherwise of 
your knowledge of the two times table. Rather, it stems from a 
misconception of the kind of number you are dealing with and of the 
type of mathematical model that relates to the situations described. 

Look at the two number types from a different point of view. When 
you split the amount of coffee into 2 piles, the amount in each pile is 
halved (this change, of course, is offset by the fact that you now have 
2 piles; the quantity of coffee is conserved over division). The logical 
relations between the initial amount found in one pile and the two 
amounts formed by splitting into 2 piles are of a specific kind. The 2 
parts made by splitting add up to the whole from which those parts were 
made. What effect does the act of splitting the pile have on the cost per 
unit weight? None whatsoever. The unit cost of the pile and of any of 
its parts, no matter how often they are split up, remains a constant or 
invariant. 

Numbers like cost per unit are of a special kind: they have different 
part-whole relations from those exhibited by numbers or measures 
which can be used to model operations with extensive quantities. And 
their understanding demands more than mere practice with sums. They 
require some serious thinking about the relations between situations, 
number concepts, mathematical models and procedures. 

At the risk of labouring the point, let me provide one more example 
before returning to the general idea I am trying to put over. Imagine two 
containers of liquid. One container holds 2 litres and the other 1. Each 
is filled with water at the same temperature (30°C). What happens to 
that temperature when the contents of the two containers are added? 
Children often suppose that the temperature of the combined liquids is 
higher. But temperature is not an extensive quantity. Values for 
temperature cannot be assimilated to the same models as those for 
amount-like quantities. If, faced with such a problem, a child does what 
Sowder argues they typically do, what would we predict should 
happen? Well, triggered into action by words like 'added' and stimu-
lated to 'compute' by the presence of numbers such as 2,1 and 30, they 
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will probably derive an answer such as 90 or 60. Children go from a 
surface textual description to the execution of (over-generalized) 
procedures without making any attempt to reason about the kind of 
number meanings and models that are relevant to the situation being 
described. 

The examples I have given illustrate how different kinds of number 
concepts, which demand computation using appropriate mathematical 
models, are necessary for understanding concepts in chemistry (e.g. 
concentration), physics (e.g. temperature) and economics (e.g. price 
rates). One could cite many more examples (see Greer, 1992). Although 
it is relatively easy to show how maths intersects with science, it is not 
yet clear how learning in maths and science interact. For example, it is 
possible that developments in children's grasp of scientific phenomena 
provide them with entry to intensive number concepts which, in turn, 
helps them to extend their concepts of number in maths. However, this 
is conjecture. The interplay between the content of mathematical 
problem-solving and the development of mathematical models involv-
ing intensive number concepts is still poorly understood. 

For our present purposes, however, the aim has been to illustrate 
some of the fundamental conceptual problems that face children 
in learning how to perform what, on the surface, might seem to be 
simple calculations to solve problems involving multiplication and 
division. 

Understanding written numbers: base, place and space 

In a later section, I will provide an overview of some of the literature on 
children's performance in written tests of mathematics in an attempt to 
demonstrate how the theoretical analyses we have just been considering 
help us to understand their performance and achievement. Before doing 
so, however, it is necessary to look more deeply into one other 
important source of discontinuities in children's learning of maths -
discontinuities which have their origins in differences between spoken 
and written mathematical sign systems. 

One of the themes that permeates this chapter concerns the role 
played by the systems of signs that children have access to in modelling 
and manipulating mathematical situations. We have looked, for exam-
ple, at how some use their fingers or sets of blocks and we have 
considered the use and meaning of mathematical symbols such as +, - . 
To understand children's achievements in maths and the challenges that 
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they face in learning and understanding the subject, analyses of the 
nature and role of such systems of signs has proved crucial. 

Our system of counting, both spoken and written, rests on a base of 
10. This is so familiar to us that it seems 'natural' and automatic. It is 
neither. It may well have its roots in the fact that most of us possess ten 
fingers but it is by no means the case that it is either historically or cross-
culturally universal. 

Not all societies adopt 10 as the base for their numerical calculations. 
Saxe (1981) for example, cites a system used by the Oksapmin of Papua 
New Guinea which is based, not simply on counting fingers, but on 
many body parts (such as elbows) which are used according to a 
convention governing the sequence for counting (i.e. to provide a 
model) which goes from 1 to 27. When exposed to an imported 
currency system (based on 20 shillings to the pound), the Oksapmin 
adapted their system to create a base 20 counting system which utilized 
only the first 20 elements of their original one. 

Historical studies of the construction and development of math-
ematical systems serve both to illustrate the diversity of methods for 
recording and manipulating number and to show how different systems 
make mathematical discovery more or less likely. Consider, for exam-
ple, the Roman number system. As Nunes (1992) points out, there are 
distinct rules in this system which dictate how such numerical values 
can and cannot be combined. However, unlike the base 10 place-value 
system which we use today (which has its roots in Hindu/Arabic 
mathematics), one cannot readily compute with the Roman system. 
Lacking a counting aid such as an abacus, how would one multiply LXXV 
with MXXIV or subtract cxv from MMXI? 

Within the written base 10 system, relative spatial position in a visible 
code is used to represent the relative values of numbers. This system has 
made it possible for generations of mathematicians to develop rules (or 
algorithms, as they are often called) for manipulating such representa-
tions in ways that, amongst other things, model the results of counting, 
adding, subtracting and so on. In Bruner's (1966a) terms, the written 
symbol system serves as a 'cultural amplifier' enabling the investigation, 
discovery and solution of problems that cannot be handled within the 
limits of unaided human cognition. For instance, attempting to reason 
about very large numbers without such cultural artefacts as systems of 
written signs soon outstrips the limitations of working memory. 

When children learn to write and read numbers, together with the 
procedures for performing arithmetical operations on them, their 
mathematical powers are amplified. They are able to write and calcu-
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late numbers that they may never have encountered before - i.e. the 
system is generative - and to express and calculate with numbers that 
are too large to handle mentally. It is quite likely that you will never have 
seen the number 1,348,227.3 before but, knowing the rules of written 
number representation, you can read it. But there are costs involved. 
The translation of oral mathematical expressions such as 'one hundred 
and three' into written tokens is not straightforward. For instance, 
children who are learning how to write such numbers may write Ί003 ' 
on the assumption that the symbol for 'one hundred' is Ί 0 0 ' (rather 
akin to C in the Roman system). Given that the symbol for 'three' is '3 ' , 
then 'one hundred and three' becomes Ί003 ' . In learning that this is not 
the case - that Ί003 ' is 'one thousand and three' and '103' is 'one 
hundred and three' - the child must come to recognize that, unlike 
spoken numbers, where, for instance, numbers of the order of 'thou-
sand' have a very different sound from those of the order of 'hundred', 
what differentiates them in written form is relative spatial position in 
a horizontal array of written tokens: i.e. 1000 plus needs four columns 
whilst 100 needs three. 

Further, in saying 'one hundred and three', there is no explicit sign 
for the zero that has to be used in the written form '103' to signal the 
fact that the 'tens' column is empty. Thus, written and spoken forms 
differ both in the way they handle zero cases and the manner in which 
they express base values. 

In learning how to calculate using written numbers, children have, so 
to speak, to 'keep in mind' the fact that the relative spatial position of 
numbers involved in a calculation dictates their order of magnitude. 
Thus, a child may know that 3 + 6-9 but, in multi-digit numbers, they 
also need to recognize the fact that the same act of addition has different 
values in contexts where they represent 9 units or 9 tens: 

23 230 
+16 (nine) +160 (nine-ty) 

Similarly, they need to understand how, in problems like those 
below, acts of addition which lead to values greater than 9 have 
implications for numbers in columns to the left: i.e. that 

23 
+18 

=41 and not 311 or 411 
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Errors such as '311' in the example given are common in children's 
early attempts at large whole-number addition, illustrating the difficul-
ties they have in learning how to keep hold of place value when doing 
written arithmetic. 

Do children find learning how to do such sums in written arithmetic 
hard because they lack any conceptual grasp of base 10 before they 
learn how to read and write numbers? Luria, a colleague of Vygotsky, 
suggested that this is the case. He hypothesized that it is only by learning 
the conventions of a written number system that knowledge of base 
structure can be discovered. Put another way, the invention of written 
numbers within a culture may have been a necessary pre-condition for 
the discovery of the value and power of a base system in arithmetic. This 
seems unlikely to be the case, however (though note, in passing, how the 
introduction of currency to the Oksapmin did lead them to adopt a new 
base system). Whilst it seems reasonable to accept the idea that written 
number systems provide a powerful means for extending or 'amplify-
ing' mathematical knowledge, it seems that an (intuitive) grasp of the 
base pre-dates the development of written numbers. Why do we have 
reason to believe this? 

Recall that in an earlier section we met examples from work by 
Nunes, Bryant and their colleagues which showed that some five- to six-
year-olds were able to solve problems in which they had to add together 
tokens such as 10 pence pieces and 1 pence pieces. The fact that young 
children are able to handle problems such a s l l p = 10p + lp and 21p 
= 20p + lp implies that they have some intuitive grasp (or 'theorems-
in-action') of the fact that the use of numbers is organized on a base of 
10. More graphic illustrations of 'non-literary' reasoning about base 10 
come from studies of children and adults who have not learned how to 
read and write numbers. Nunes, for example, reports that people who 
have not been exposed to written numbers can calculate with currency 
involving amounts with units, tens, hundreds and so on in ways that 
demonstrate an understanding of the base 10 system. 

Such examples illustrate a number of general points. First, it is clear 
that individuals who are skilled in oral mathematics display an intuitive 
or practical knowledge of number base; I will come back to this later. 
Consequently, the problems of learning to use a written number system 
cannot be due to a total lack of knowledge about the decimal (base 10) 
system nor of skills in handling problems which demand operations 
using the base system. Rather, the discontinuities imply that the 
problem of learning how to read, write and operate upon written 
numbers is non-trivial (more about this later, too), even when the 
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learner possesses some relevant knowledge and skills in oral computa-
tion. 

Other sources of evidence which illustrate some of the specific 
problems that children face in learning basic mathematical literacy have 
also arisen out of recent cross-cultural and cross-linguistic investiga-
tions of mathematics learning. 

Language variation: reading, writing and using 
numbers 

One of the problems that English-speaking children face in learning 
how to map spoken numbers onto written ones stems from irregulari-
ties in the English oral number system. Children learn to say and use 
spoken numbers such as 'eleven', 'twelve' and the rest of the 'teens' 
before they learn to read and write them. The 'decimal relation' 
between the teens and the numbers 1 to 9 is far from transparent. For 
children in Asian cultures, however, like China, Japan and Taiwan, the 
decimal relations between these numbers in their spoken form is much 
more obvious. The teens in these languages are expressed in terms 
equivalent to 'ten one', 'ten two' and so forth. Similarly, numbers like 
52 are spoke of as 'five ten two' again highlighting the fact that the use 
of the five in this number refers to 'tens'. 

One implication of such variations in spoken number systems is that 
it may be easier for children who are exposed to the more regular or 
obvious base relations to master the mappings between oral numbers 
and the written base system. There is evidence that this is indeed the case 
(e.g. Fuson, 1992). School children in Japan, for example, are exposed 
to sums involving two or more digit numbers (e.g. 11 + 3) earlier than 
those in American schools. Experimental comparisons of number 
competence amongst children from such different language groups also 
shows that children who are exposed to the more regular systems 
master oral addition involving the teens earlier in development. 

For example, comparisons of young Chinese-speaking and English-
speaking children reveal that Chinese pre-schoolers find the task of 
constructing amounts such as 11 from 10 and 1 unit denominations 
easier than English-speaking ones. They also find such sums easier than 
children from other language groups, such as Portuguese, which, like 
English, does not make the 'teens' so explicit. 

Thus, before they start to learn the written number system, children 
from some cultures achieve greater competence in two-digit addition 
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than those from cultures where irregularities exist. Since such problems 
also recur with numbers such as 'one hundred and twelve' and 'one 
thousand and eleven', such irregularities may well produce a significant 
handicap for children exposed to an 'irregular' oral number system. It 
also seems plausible to suppose that the task of writing, reading and 
calculating with written numbers will also be easier for children who 
read symbols such as 13 as 'ten three' rather than 'thirteen' and 53 as 
'five ten three' rather than 'fifty three' because the structure of their oral 
language provides reminders of the fact that the written ' 1 ' and '5 ' refer 
to the 'tens' column. 

Such cross-cultural differences in the structure of the signs in oral 
number systems impact both on children's pre-school experience with 
counting, adding and taking away and upon the ease with which they 
learn some aspects of arithmetic. We will consider how such differences 
may impact on school achievement in maths later. 

Mathematics in school and community 

There are now a number of studies which have investigated people's use 
of 'everyday mathematics' in situations such as shopping (e.g. Lave, 
1988), working (e.g Scribner, 1986) and recreational activities (e.g. 
Nunes and Bryant, 1996). Particularly graphic are studies of the 
mathematical competence of young Brazilian street vendors under-
taken by Nunes and her colleagues (e.g. Nunes, Schlieman and Carraher, 
1993). Children were observed and interviewed at work in the streets 
as they plied their trade. They were asked to explain how they 
calculated the costs of various items in the street context and later asked 
to solve the 'same' problems using pencil and paper. An example helps 
to illustrate some of the main findings of this study. 

Interviewer: I'm going to take 4 coconuts (at Cr$35.00 each). 
How much is that? 

Child: Three will be 105, plus 30, that's 135 . . . 1 coco-
nut is 35 . . . that is . . . 140. 

In a later interview, the child was asked to work out the sum 35 x 4 
by writing the problem down. Explaining what he was doing, he said 
'4 times 5, 20, carry the 2; 2 plus 3 is 5, times 4 is 20'. He then gave an 
answer of 200. 

Thus, on mathematically 'identical' problems, the child performs 
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quite differently in reasoning with words versus written tokens. In the 
market version, he appears to de-compose the problem first and to 
retrieve from memory the cost of 3 times 35. He then adds 3 tens and, 
finally, remembers to add on the remaining 5 units to reach his answer. 
In the written form, when he carries the 2, he adds it to the 3 in the tens 
column to produce an erroneous step of 5 times 4. 

Nunes and Bryant (1996) argue that in trying to grasp the deeper 
significance of the children's competence with 'practical' arithmetic 
and more 'abstract' school maths, we need to pay attention to two 
aspects of their activities. First, we must consider the systems of signs 
that they use. In the streets where, as we have seen, they use oral 
mathematics, 

Representation of the numbers.. .allows them to think of the values that 
they are working with at the same time. When tens and hundreds are 
added, for example, they are spoken of as tens and hundreds. In contrast, 
in written arithmetic we set the meaning of the numbers aside during 
calculation. We operate with digits and speak about them as if they were 
all units, following the same rules as we move from units to tens and 
hundreds. This approach seems to detach the children from the meaning 
of what they are trying to calculate and thereby makes it easier for bugs 
(i.e. faulty procedures) to appear in their solutions, (p.106) 

The second aspect of the children's reasoning in street and school 
maths concerns the underlying mathematical principles which under-
pin and constrain their activity. Nunes and Bryant argue that: 'The 
moves that can be carried out with one system of signs may not be 
carried out with another even if the logical principles implicitly used 
when operating with each system are the same.' Thus, whilst the street 
vendors know and use logical-mathematical relations in their oral 
calculations, they do not extend these to the way in which they attempt 
to solve school-type pencil-and-paper word problems. 

Nunes and her colleagues argue, then, that practical mathematical 
problem-solving displays the same underlying logic as that needed to 
solve school-type tasks. Looked at in one way, this conclusion may 
seem in harmony with Piaget's theory which holds that practical 
problem-solving with concrete tasks is governed by the same logic as 
that which constrains symbolic problem-solving. On his account, more 
abstract, symbolic logic is constructed out of intuitions derived from 
such practical activities. By a similar argument, concepts such as 'de-
contextualization', 'disembedding' and 'representational re-descrip-
tion' might lead us to conclude that maths problem-solving involving 
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computations on abstract symbols is rooted in and abstracted from 
such practical activities. Viewed in this way, school maths might be seen 
as perfecting more abstract, 'timeless' and less situation-specific meth-
ods for solving general classes of maths problems. 

This general view, whilst deeply embedded in much psychological 
and educational thinking, has come in for critical scrutiny and even 
rejection by theorists who advocate a 'situated action' perspective on 
knowledge generally and mathematical competence in particular. 
However, if one accepts Nunes and Bryant's interpretation, then there 
are conceptual similarities in the knowledge used in different situations. 
Where they disagree with Piaget (and others) is in the nature of the 
relations between practical and 'theoretical' mathematical knowledge. 
The latter is not 'abstracted' from the former. Both represent the 
application of the same logical relations to tasks which involve different 
systems of signs. Thus, what differs is not the 'stage' at which practical 
and theoretical maths can be undertaken but the systems of signs that 
the child is able to use in order to exploit her conceptual knowledge of 
mathematical relations in the two different contexts. This is a hard 
distinction to grasp, but rather crucial theoretically (and, as we shall 
see, educationally). 

PART 2: Theory and practice 

Children's achievements and problems in mathematics 

So far in this chapter, I have been concentrating mainly on theoretical 
and experimental investigations of mathematics. In the following 
sections, I try to sketch out a somewhat broader view of children's 
mathematical achievements and problems as revealed by the results of 
large-scale, pencil-and-paper tests. 

There now exist a number of large-scale investigations which attempt 
to chart the progress of children in mathematics. Some, which I will 
consider later, involve comparisons of performance across cultures and 
have generated somewhat controversial international 'league tables' 
(see Robitaille and Travers, 1992, for a review of such work - and its 
problems). 

Here, however, I will concentrate mainly on a large UK study. An 
attractive feature of the design of this study is that the research team 
augmented pencil-and-paper tests with in-depth interviews of children 
to try to get some sense of how they tackled test items. 
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The investigation included two large-scale surveys of mathematical 
achievement in England and Wales. The main findings of one, under-
taken by the Assessment of Performance Unit, are published in six 
volumes. These list both achievement levels and common errors made 
by children aged from eleven to fifteen on a large number of different 
mathematical tasks (Department of Education and Science, 1980-2). 
The second study, which I will draw on more heavily here, was 
undertaken by a research team working on 'Concepts in Secondary 
Mathematics and Science' (CSMS) at Chelsea College, London (see 
Hart, 1981, for an overview). These surveys enable us both to assess the 
things that children learn or have failed to learn up to eleven years of 
age and to anticipate what they are likely to learn before they leave 
school. 

Mathematical abilities and mathematical 
misconceptions 

In the CSMS study, Hart and her colleagues examined the mathematical 
achievements of, and the errors made by, some 10,000 children aged 
from top junior (eleven years of age) to fifteen-year-old secondary 
school pupils. The tests used were specially developed by the team. They 
covered a range of topics including measurement, number operations, 
place value, decimals and fractions. 

The tests provided a measure of children's levels of performance in 
the ten mathematical domains studied and revealed many common 
weaknesses and widespread, persistent problems. As I have already 
said, testing was followed up with more intensive interviews with 
individual children who were asked to talk about their techniques for 
solving various problems. These interviews provided insights into the 
nature of children's understanding and misconceptions and provided a 
basis for inferences about how and why they find specific aspects of 
arithmetic and mathematics difficult. 

One of the general conclusions to emerge from the study is gloomy 
but typical. 'The overwhelming impression obtained is that mathemat-
ics is a very difficult subject for most children.' The investigators also 
note that the introduction of 'modern mathematics', motivated by a 
desire to engender greater conceptual understanding in children about 
the 'foundations' of mathematics, has not succeeded. 'It was hoped that 
a child faced with a new mathematical system might ask "What are the 
elements; which operations combine those elements; are the commuta-
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tive, associative and distributive laws applicable etc.?" This aim does 
not appear to have been fulfilled.' 

The CSMS group developed some rather complex statistical proce-
dures to identify four main stages in children's mathematical achieve-
ment. These stages represent different groupings of mathematical tasks 
and operations that tend to 'go together' in performance. They are not 
stages in the Piagetian sense; so we cannot say, for example, that 
children at CSMS Stage 1 lack certain operations of mind possessed by 
children at higher stages. The groupings of the things that children can 
and cannot do at different ages and levels of achievement 'emerged' 
from the data. Consequently, it is not possible for me to give a simple, 
general picture of what the stages are. Instead I will try to illustrate some 
of the things that children can and cannot do at different levels of 
performance. 

The first two stages, in which approximately half the children 
remained throughout their years of secondary schooling, were charac-
terized as involving knowledge of a 'form of social arithmetic or 
mathematical literacy'. Children, about half of whom were 'arrested' at 
these stages, were able to perform most of the 'basic' operations (i.e. +, 
-, +, x) but only on small (1 to 12) whole numbers. 

Thus, the problems with written numbers, place value and calcula-
tions involving large numbers discussed earlier are not solved by many 
children. Even at this level, many still find multiplication difficult (more 
so than division, which, as the team point out, goes against the received 
wisdom). These children often 'avoid' multiplication and substitute 
addition. So, for instance, asked to multiply 5 x 3 , they add 5 to itself 
3 times. This strategy may be effective with small numbers, but once 
large integers are introduced or the problem involves fractions or 
decimals, the procedure breaks down. Thus, despite the fact that 
research has demonstrated that young children enter school with some 
conceptual grasp of multiplication and division, for children at Stages 
1 and 2, this has not been developed far with written arithmetic. 

Some children, faced with a fraction, may resort to the simple 
expedient of adding together all numbers at the top and then adding 
together the numbers at the bottom, so 3/4 x 4/5 yields the 'solution' 7/ 
9. More generally, the strategies displayed by children at these stages 
imply that they have neither developed the new number meanings 
discussed by Nunes, Bryant and others nor grasped what we have 
termed intensive concepts of number. 

About half of the children in the sample displayed, at best, only a 
tenuous and extremely limited basic understanding of the number 
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The signpost shows that it is 29 miles west to Grange and 58 miles 
east to Barton 

How do you work out how many miles it is from Grange to Barton? 
29 + 58 5 8 + 2 9 5 8 - 2 9 2 9 x 2 
29 + 58 58 + 29 5 8 x 2 9 8 7 - 2 9 

. O t 
<59GRAMGE / .BARTON 5 8 / 

Figure 8.2 The 'signpost' problem 

system. They did not realize, for instance, that between 1.4 and 2.3, as 
between any two numbers, there are a theoretically infinite number of 
other numbers. Only children who reach the fourth stage, some 30 per 
cent of the fifteen-year-olds and a mere 2 per cent of those aged thirteen, 
display this level of sophistication. Similarly, children in the early stages 
find it difficult to handle any degree of abstraction and many do not 
even recognize which operations they should perform on a verbally 
stated problem. For example, one type of problem used shows a 
signpost displaying the names and distances of two towns that lie in 
'opposite' directions. The children are asked to say how far apart the 
two towns are and shown eight possible solutions to the problem (figure 
8.2). They are asked to identify the operation that would yield a correct 
answer. The child in the following sample interview was trying to solve 
a problem of the type illustrated in figure 8.2, but different distances ( 18 
and 23 miles) were involved. 

Tracey (age 11) Does it mean that is, er, 18 kilometres to 
Grange and 23 kilometres to, er, Barton, does 
that mean that it's from the same place? 

Interviewer That's right: from this signpost here. It's 18 
miles that way to Grange and 23 miles that 
way to Barton. 

Tracey Take 18 away from 23... 5. 
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The problems that children face when they have not only to do 'sums' 
but to determine what type of mathematics a verbally stated problem 
involves are well documented (Bell, Costello and Kuchemann, 1983). 
The CSMS data show that, for 'a significant proportion of secondary-
aged children, it is not simply the case that they are unable to generate 
a solution. They cannot even recognize one.' 

For many children, progress in mathematics appears to be a very slow 
affair. For instance, about 40 per cent of children in the first year of 
secondary school were unable to solve the problem: 

2312 
- 547 

About the same proportion of children in the fourth year also failed 
such items. Although there were some signs of progress, for around 50 
per cent of children this was extremely limited. Evidence, amongst this 
group, of any real increase in the understanding of the foundations of 
school mathematics and the nature of number was conspicuous by its 
rarity. 

Mathematical discourse and everyday language 
Verbally stated questions not only demand an ability to work out the 
nature of the problem. Children have to understand what the words 
used mean in mathematical terms! Consider, for example, humble 
words like 'share', 'bigger' and 'straight'. A problem like '10 sweets are 
shared between two boys so that one has 4 more than the other. How 
many does each get?' provoked, from one child interviewed, the protest, 
'That's wrong, if you share they each have 5, so one can't have 4 more.' 
Similarly, in graphical problems, 'straight' for many children means 
only a line that is perpendicular to the edge of a page, so a slanting line, 
by their definition, can't be 'straight'. Terms used in mathematics are 
often 'parasitic' upon words used in everyday discourse. But they have 
special and technical mathematical meanings which, if not negotiated 
with children in activity and discourse, cause problems. For example, 
prepositions like 'into' and 'by' should invoke specific procedures when 
they are implicated in maths problems like '391 into 17' and '17divided 
by 391'. Confusion over the meanings of such terms was common in the 
CSMS data. Children tend to use these prepositions, for example, as 
though they have the same meaning as 'shared between'. They did not 
appreciate the very different interpretations of problems that these little 
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words should imply. The 'pluri-functional' nature of many linguistic 
terms has been discussed in earlier chapters. When used technically, as 
they are in mathematics and other disciplines, the meanings of many 
common words expand even more. 

Unless the connections between situations, systems of signs, models 
and procedures are firm in children's understanding, they will, quite 
naturally, fall back on everyday, plausible interpretations of problems 
which implicate them. Consider how many more times they hear and 
use such words in everyday discourse, and it is not surprising that they 
should need considerable experience of their 'concrete' meanings in 
mathematics to learn and memorize what procedures they should 
evoke. 

A final example of the important relations between everyday lan-
guage and mathematical discourse would be amusing, if its implications 
for the (secondary school) child involved were not so serious: 

Interviewer Do you know what volume means? 
Child Yes. 
I. Could you explain to me what it means? 
C. Yes, it's what is on the knob of the television set. 

Instruction, interview and dialogue 

There are several examples given in the CSMS publication of children 
discovering how to solve a problem that, initially, they got wrong. The 
reasons for their errors were numerous, but the simple expedient of 
discussing how they were thinking about and trying to solve a problem 
sometimes cleared up the source of their difficulty. Such incidents 
illustrate the fact that children sometimes possess the competence to 
solve problems but do not appear to recognize the relevance of what 
they know when they tackle word problems. 

For example, in the following excerpt, the interviewer simply re-
minds a child of a critical 'step' in the problem that she has 'overlooked'. 
The child is trying to subtract 28 from 51 (another preposition, notice) 

Maria Do you take the top from the bottom? [Tries, and 
takes 1 from 8, writing 7 in the answer]. Can't take 
5 from 2 - have to take one of these [indicates 1 in 
51]. 

Interviewer Explain what you did there. 
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M Crossed out the 1 [of 51] and put nought [in its 
place] and put the 1 on there (i.e. to the left of 5 to 
make 15). 

I What was that to do? Why did you do that? 
M I put 1 on the tens. 
I OK. Right, now what are you going to do? 
M That's wrong. 
I Why is it wrong? 
M I'm supposed to take 15 from 2 and not 2 from 15. 
I Can we do it the other way? Can we do it this time 

so that we take the bottom one from the top one? 
M Is that how we're supposed to do it? 
I That's how you usually do it, yes. 

Maria then went on to solve the problem and explained how 'borrow-
ing' of the ten works. 

Another child, tackling one of the 'signpost' problems referred to 
above, was helped to understand the problem by being invited to think 
about it (represent it to herself) by 'imagining' herself at a crossroad. 
When this did not work, the interviewer re-formulated the problem in 
'simpler' terms. By inviting the child to 're-view' the problem in a 
simplified, more context-dependent, immediate and 'concrete' form, 
she was led to recognize the type of problem she was dealing with and 
thence to formulate the correct answer to the original, more difficult 
problem. Note, too, how the child decides, even before she attempts the 
problem, that she is likely to fail. 

Hilary Oh no, I'm no good at these... you times those two 
together don't you?... No, you can't. . . [long pause] 

Interviewer Imagine standing there and you're looking up at the 
signpost, OK? Now that way it's 18 kilometres to 
Grange and that way it's 23 to Barton: we want to 
know the distance between the two. 

H 23. 
I 23? 
H [Long pause . . . I'm not very good at doing kilometres 

I Let's try something else. We're sitting right here, right? 
Say someone said it was 3 paces to the window and it 
was 5 paces to the window that way . . . 

H You'd add them. 
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I How far from one window to the other? 
H [Long pause] . . . 8. 
I Yes, what are you doing? 
H Adding them! 

Asking a child to approximate, to think of the problem in general 
terms before tackling its procedural complexities, provides, as in the 
following example, a sense of the solution and leads on to effective 
problem-solving. The child is trying to multiply 5.13 by 10: 

Billy You can't put a nought on the end of there as it's a 
decimal . . . [long pause] 

Interviewer How big, roughly? 
Billy 50 . . . 51.3 

Children have to regulate their own thinking in mathematics, as in 
any other effective problem-solving situation. They have to learn that 
'appearances' may be deceptive and that the first answer that happens 
to 'pop into their head', or the initial conceptualization of the problem's 
nature that comes to mind, may not necessarily be appropriate. 
Overcoming impulsive first thoughts and re-viewing one's initial at-
tempt at solution does not come easily or readily to some children. In 
the following example, a child (aged 13) had already decided that 8 
multiplied by 0.4 yields a larger number than 8 divided by 0.4 
(illustrating, in passing, another of children's misconceptions, that 
'multiplication makes it bigger'). The child was shown these three pairs 
of sums and asked to 'ring the one which gives the BIGGER answer': 

(a) 8 x 4 or 8 + 4 
(b) 8 x 0.4 or 8 + 0.4 
(c) 0.8x0.4 or 0.8 + 0.4. 

Left to her own devices, the child placed rings around all the multipli-
cations. She was asked some time later: 

Interviewer Why did you choose the others first time? 
Fung Mei 'Cos they're times and it always seems more than 

divide. 
I Why isn't that true here? 
F They've got decimals - in 8 x 0.4 you times by a 

little, in 8 -H 0.4 you share between a little so each 



The mathematical mind 265 

person gets more. 
I What if I asked you which was biggest, 0.8 x 1.2 or 

0.8+1.2? 
F That one (0.8x1.2). 
I It's got a decimal, though. 
F 'Cos it's got a whole number as well it makes it 

bigger. 

This child clearly has some sophisticated notions about decimals, 
division and multiplication. Her only 'error' was not to think carefully 
enough about the problems. 

Learning and teaching mathematics: Why is it all so 
hard? 

The account of young children's early understanding of the foundations 
of number that I gave earlier portrays an essentially positive and 
optimistic picture of their abilities and readiness for school learning. As 
Nunes and Bryant observe, 'take any mathematical concept taught in 
primary school, and you will find that children have some understand-
ing of this concept before they are taught about it formally'. Yet, when 
we contrast this optimism with the gloomy conclusions of those who 
have surveyed children's eventual achievements in school mathematics, 
we find that this early promise is not fulfilled for many. 

Such observations are neither new nor recent. For many years, there 
have been widespread misgivings about mathematics education. In this 
section, I will attempt to summarize just some of the reasons that have 
been put forward in attempts to explain (and to ameliorate) this state 
of affairs in relation to the research we have just been exploring. 

Nunes and Bryant point out that whilst children 'show an impressive 
understanding of simple relations', they 'seem to be quickly thrown off 
their balance when numerical values are introduced'. Learning is not 
guaranteed by knowledge of the logical relations alone. As we have 
seen, whilst Piaget's emphasis on the role of logical relations in maths 
learning has received support in recent research, his neglect of the role 
of mathematical symbol systems, such as the written number system, 
means that his theory is silent about many of the learning tasks which 
children have to master in order to develop their mathematical compe-
tence. And, as I have also tried to illustrate, entry into these systems of 
signs is neither fast nor easy. 
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If one accepts Nunes and Bryant's stress on the importance of logical 
relations in maths learning, one also accepts that there are discontinuities 
in children's conceptual development which occur at least through to 
age 15 years (Vergnaud argues to age 18). This, in turn, implies that 
children will only be able to master mathematical concepts and 
procedures when they have developed the prerequisite conceptual 
understanding. Nunes and Bryant argue, for example, that understand-
ing and use of the base 10 system in written arithmetic can only be 
perfected when the child has developed his or her conceptualization of 
additive composition. Although, as I have attempted to illustrate, 
young children show some intuitive knowledge of additive composition 
in relation to small numbers, the development ofthat understanding to 
grasp the hierarchical relations between tens, hundreds, thousands and 
so forth in written maths comes much later (if at all). Further, as we have 
also seen, even when children show some intuitive grasp of larger 
numbers in oral arithmetic, the task of extending this competence to 
calculations involving written numbers is far from trivial. In short, we 
should underestimate neither the conceptual demands nor the learning 
tasks that face teacher and child as, within the space of a few years, they 
attempt to teach and learn ideas that have taken mathematicians many 
centuries to discover. Is it simply the case, then, that school maths is too 
hard for many children? Or does the answer lie, in part at least, with 
curricula and teaching methods? 

Aspects of the curriculum 
Fuson argues that one reason why schools fail to develop the early 
mathematical competence of children rests on the poverty of the 
mathematics curriculum. Recall that she identified a wide range of 
different problem types in whole-number addition and subtraction, 
together with examples of the kinds of real-world situations which 
these serve to model. Analysis of textbooks widely used in North 
American schools reveals the fact that only a few of the different types 
of problem are ever used as examples. Despite the fact that young 
children have been shown to possess the necessary intuitive understand-
ing to master addition and subtraction, the implication is that only part 
of this understanding is actually exploited or developed by the diet of 
problems offered in the curriculum. The danger here is not simply that 
children are unlikely to encounter early in schooling those tasks which 
help to develop their conceptual understanding: they can also be led 
into error when they attempt to generalize the procedures that they have 
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learned over a restricted range of problems to tackle other problem 
types encountered later. If young children do not experience the 
appropriate mathematical situations, how are they ever to 'see' those 
situations when they are encoded in written symbols? 

Fuson, and many other contemporary students of maths education, 
also argues that too little time is spent on the use of concrete materials, 
'manipulables', to help children to bridge the gap between their early 
conceptual understanding and mathematical symbol systems. In her 
writings, she deliberately talks of symbols such as + and - as 'marks' to 
underline the fact that, from a learner's perspective, they cannot be 
assumed to possess mathematical meaning. Only when the meaning of 
these terms is 'grounded out' in practical activities and models can the 
processes involved in mapping their symbolic meaning onto the child's 
conceptual understanding take place. Too little time given over to this 
process of negotiated meaning results in the kinds of 'surface structure' 
strategies that I have illustrated in earlier sections. Nunes and Bryant 
also provide examples from a range of mathematical domains to 
illustrate ways in which effective use can be made of practical activities 
with appropriate materials to help bridge the gap between concepts, 
situations, invariants and procedures. 

Such calls for greater attention to practical activity are not recent, nor 
are they restricted to the early years of schooling. Greer also argues that 
attempts to teach more advanced mathematical concepts in relation to 
multiplication and division (e.g. involving intensive number concepts) 
are often hampered by the fact that little or no attempt is made to map 
concepts and procedures into the kinds of real-world situations which 
they serve to model. If children are only taught rules and procedures, 
they arrive at a conceptualization of what maths is that actively inhibits 
their learning. Greer argues, for example, that the belief held by many 
children (and some teachers) that 'multiplication makes bigger' and 
'division makes smaller' can be traced back to the limited range of 
situations that children experience in learning the maths. If tasks are not 
experienced which enable the learner to map mathematical symbols 
onto situations in which such beliefs do not hold, and which implicate 
number concepts that have not yet been developed, then it is difficult 
to see how children could come to doubt the validity of their beliefs and 
easy to see why they make the 'errors' that they do. All they have to fall 
back on when they encounter the more difficult maths are rules for 
manipulating the surface structure of word problems. They cannot 'see' 
the mathematical model in the formulation of the problems. 

In addition to calls for greater attention to the mappings between 
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practical situations, mathematical concepts and procedures, there are 
related demands for less use of 'word puzzle problems' as a primary 
vehicle for instruction. It is argued that the extensive use of such 
problems encourages both teachers and children to treat maths as a task 
of recalling and applying rules, not as a process of trying to understand 
situations mathematically, nor one of looking for patterns, regularities 
and invariances. Such complaints are reminiscent of some of Bruner's 
early writings in which he argued for less attention to the 'syntax' of 
disciplines (i.e. systems of rules and procedures) and more concern with 
the process of finding out how to turn practical situations into math-
ematical problems. 

Another common, general criticism is of an over-reliance on the use 
of word problems. In an attempt to make maths seem more 'relevant' 
to everyday life, word problems have been created for maths curricula 
which seek to capture 'real world' situations to serve as models for 
mathematical applications. For instance, the 'orange juice' problem 
that I used to provide an example of intensive number concepts is 
illustrative of this trend, which was popular in maths textbooks (and 
research) in the 1970s and 1980s. 

As Nunes and Bryant point out, however, problems like the orange 
juice example (and one could cite many more) do not really tap into 
everyday cultural activities which are 'framed' as involving computa-
tion or calculation. If a child wishes to work out the effects of different 
amounts of water on the concentration strength of a mixture, their most 
likely (and sensible) strategy would be to taste it and vary amounts until 
it tastes good. It is not immediately apparent that one might, let alone 
should, use mathematics to solve such problems. Thus, the activities 
and practices brought to mind by such problems are likely to be at 
variance with mathematical reasoning. As research has shown, at-
tempts to teach are more effective when everyday situations which are 
seen as demanding computation are used, involving e.g. price or speed 
(Kaput and Maxwell-West, 1994). 

As we have seen in several earlier chapters, problem content, viewed 
in relation to everyday cultural practices and common sense, has a 
profound effect on how people think. In chapter 3,1 outlined research 
by Donaldson and her colleagues which demonstrates how the nature 
of the tasks used to assess children's reasoning exerts a profound effect 
on how they think. Similarly, in the preceding chapter, we saw how 
some problems framed as 'logical' ones are assimilated to everyday 
knowledge and reasoned about in terms of their plausibility. They are 
evaluated not against rules of formal logic but against conventions of 
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everyday conduct involving issues such as rights and permission. In 
maths, too, the representations used in word problems may activate 
pragmatic reasoning schemes based on common cultural practices. 

Thus, another reason why children may fail to 'see' a word problem 
as an invitation to reason mathematically is that, in their everyday 
experience, numerical computation is not associated with the problem 
content used. Of course, it can be argued that, eventually, the child must 
come to understand that tasks and problems which do not 'look' 
mathematical can, in fact, be modelled in mathematical terms. How-
ever, it seems reasonable to suppose that teaching will be more effective 
if it starts out with situations about which children are likely to think 
spontaneously in numerical and computational terms. 

Language, instruction and self-regulation 

Many specific problems that children experience with word problems 
are well documented in research. I used examples taken from the CSMS 
survey to illustrate a variety of these. 

Viewed in one way, such examples illustrate how the meaning of 
natural language terms can create negative transfer from the everyday 
uses of verbal expressions into mathematical problem-solving. How-
ever, they can also be seen as symptomatic of the fact that the child is 
not trying, so to speak, to get 'beneath' a surface description of a 
problem in an attempt to determine what kind of mathematical 
situation or what invariants are implicated in it. Viewed in this way, 
their linguistic problems are symptomatic of the fact that they are 
attempting to recall learned rules triggered by surface content, rather 
than seeking to model the situation being depicted mathematically. 

Earlier, I gave examples from the interviews undertaken by the CSMS 
team to illustrate two main arguments. First, they provide examples of 
situations in which children are shown to think mathematically about 
problems on which they initially err. Such cases illustrate the fact that 
children may know how to solve a problem, in the sense that they have 
the resources to solve it, but do not make use of those resources 
spontaneously. They fail to regulate their own activities effectively. The 
second argument that the interviews illustrate is that even minimal 
prompts from another person, when these are contingent upon the 
child's activity, can motivate children to think and succeed where, left 
to their own devices, they act impulsively and, in so doing, fail to 
mobilize their resources to tackle problems that they are capable of 
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solving. Thus, regulation by another can occasion success when, left 
alone, a child fails. 

Both Fuson (1992) and Schoenfeld (1992) argue that at least part of 
the reason for such impulsive and non-reflective approaches to prob-
lem-solving in mathematics can be attributed to teaching practices. 
Fuson, for example, argues that a stress on speed in solving problems 
and the common North American practice of solving several problems 
of the same type in rapid succession lead pupils to view 'doing' maths 
as a case of recalling and applying rules without reflection. As we saw 
in chapter 4, one difference between expert and novice problem-solvers 
is the tendency of the former, but not the latter, to explain their own 
activities to themselves as they attempt to work through problems. In 
a sense, they 'interview' themselves. On a Vygotskian account, of 
course, such self-explanations are a form of self-regulation which has 
its origins in discourse and social interaction. Fuson's argument is that 
teaching strategies common in North American schools lead learners to 
a conceptualization of what doing maths means and ways of regulating 
problem-solving activities which are directly at variance with such 
practices of reasoning. 

Cross-cultural comparisons between maths teaching methods often 
employed in Western countries and those more likely to be encoun-
tered in Asian and Russian classrooms help to illustrate alternative 
approaches to mathematics instruction. In Japanese schools, for 
example, the use of purpose-designed practical materials for model-
ling mathematical situations is reported to be common. This contrasts 
with surveys of the use of manipulables in some Western countries. 
The CSMS team, for example, report on the results of a survey in 
which teachers of ten-year-olds were asked how often they used 
apparatus in teaching mathematics. None of the schools surveyed 
used equipment every day. About half employed it once or twice a 
week. 

In Russian textbooks, it is common practice to 'mix' different 
kinds of mathematical problems so that the learner is not confronted 
with long sequences of problems which can be solved by the repetitive 
application of the same procedure or strategy. This approach to 
instruction, it is argued, helps to militate against the mechanical 
and rapid application of rote-learned rules. It is also less likely to 
lead the learner to view mathematics itself as a task of mere rule re-
call and application. There are certainly many examples to be found 
in early psychological literature on problem-solving which lend 
credibility to this claim. These demonstrate that the repetitive practice 
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of a strategy eventually 'blinds' the thinker to alternative (and 
better) approaches. As a strategy becomes practised and automated, 
the thinker's ability to 'see' new and more elegant solutions is 
diminished. 

Japanese school children are not only exposed to frequent use of 
materials to help them to model and solve problems, but they are also 
encouraged to look at problems in several ways and to consider and 
evaluate alternative solution strategies. This, I suggest, builds upon 
and develops children's natural tendency to use multiple methods. I 
gave examples in earlier sections of investigations which have shown 
how young children spontaneously employ multiple strategies when 
they start to count, add and subtract. There are also many examples 
in the literature which illustrate how children sometimes invent their 
own procedures for solving maths problems. Indeed, some invent 
methods of solution more elegant than those suggested by the teacher 
(Resnick, 1976). There is usually more than one way to skin the 
mathematical cat! 

Having the means to solve a problem in more than one way confers 
several possible benefits. For one, having two or more methods, each 
of which delivers the same answer, offers a powerful means for 
discovering what is invariant in a situation. Contradiction between 
the results of two methods is also potentially useful as a way of 
stimulating thought, reflection and, perhaps, the detection and expla-
nation of errors. The same strategy, executed twice, may deliver the 
same answer but still be incorrect if the procedures used are faulty. 
Similarly, if the same method yields different results, there is no other 
means for assessing on which occasion, if any, the strategy was applied 
correctly. 

Getting the same answer by more than one means inspires confidence 
in the validity of each strategy employed. Comparing and contrasting 
strategies on the basis of factors such as ease of execution, elegance and 
generality also helps to promote mathematical reflection and to provide 
a means of inhibiting the blind application of rules to the surface 
structure of problems. In Japanese classrooms, it is reported to be 
common practice for small groups of children to work together in 
solving problems and then to come back to whole-class teaching in 
which each group presents its own solution and offers a critique of 
others. On a Vygotskian account, this helps to bring mathematical 
reflection and the processes of self-regulation and evaluation onto the 
'social plane', thus affording opportunities for children to learn how to 
regulate their own activities. 
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Maths and culture 

A general thrust behind the thesis advanced by both Fuson and 
Schoenfeld, and by Nunes and Bryant, is that methods of instruction 
and curriculum design influence not only the specific strategies that 
children attempt to learn in mathematics but also their conceptualization 
about what mathematics is and what doing mathematics means. In her 
studies of 'darts mathematics', for example, Nunes found that expert 
darts players rejected the idea that they were doing 'real' mathematics, 
even though their procedures were successful, generative and consistent 
with the dictates of mathematical logic. In the investigations of Brazil-
ian street mathematicians, she also found that the children's teachers 
would sometimes dismiss their pupils' competence as not 'real' math-
ematics. Thus, cultural attitudes towards mathematics may serve to 
rule out what many educators have been searching for: a means for 
making maths meaningful and relevant and a way of rooting it firmly 
in children's conceptual understanding. 

I have already referred to the international 'league tables' which put 
many Western countries low on the list of mathematical achievement 
and many Asian countries high up. In this chapter, we have looked at 
some cross-cultural investigations which may tempt us into an expla-
nation for this fact. Differences in language, in the use of materials for 
mathematics instruction and in teaching methods might each or all be 
recruited to explain why Western children are disadvantaged in learn-
ing maths. However, it would be unwise to take such putative explana-
tions too seriously on the basis of our current knowledge. There are 
many other potential factors involved (such as cultural variations in the 
amount of time given over to maths teaching and learning). Not the 
least of these, cultural attitudes towards mathematics provide us with 
a bridge into the final chapter. 

Surveys of attitudes towards mathematics and what it takes to 
learn maths have revealed some marked cross-cultural differences in 
the way in which maths and its learning are viewed. For example, a 
Japanese person is more likely to attribute poor mathematical achieve-
ment to a lack of effort and to see a remedy in further work. A 
North American, on the other hand, is more likely to see poor 
performance as due to a lack of ability and give up. I will return to this 
observation later. 
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Concluding comments 

The overview of children's mathematical understanding just presented 
has confronted us with a whole raft of theoretical and practical issues 
which are at the heart of developmental psychology and its potential 
applications. 

First, I have tried to show that there is a considerable case to be made 
for Piaget's emphasis on the role of logical relations in the development 
of mathematical understanding. For example, we have considered 
evidence supporting his prediction that knowledge of both one-to-one 
and one-to-many correspondence pre-date and make possible the 
acquisition and use of numbers in the service of arithmetical procedures 
such as counting, adding and multiplying. This adds weight to his 
general claim about the central role of logical relations in the develop-
ment of number concepts. Further, analyses such as those offered by 
Nunes and Bryant, which support the idea that an understanding of 
common logical relations is implicated in both everyday and school-
based mathematical activities, also lend empirical weight to the claim 
that necessary or logical knowledge forms the basis for valid math-
ematical reasoning. 

However, an acceptance of the role of logical relations need not imply 
agreement with Piaget's more general theory about the nature and role 
of formal reasoning and logical operations in cognitive development. 
Crudely, we can buy into the idea that logical relations are necessary for 
rational thinking without also purchasing the notion that all rational 
thought, including mathematical reasoning, is constrained by the rules 
and operations of a formal logic. 

Let me try to elucidate. In both this and preceding chapters, we have 
met with examples where the ability of both children and adults to 
understand, handle and comprehend tasks and reason through prob-
lems relates to task content and context. The ability to perform a given 
'logical' task, draw a particular kind of inference, 'read minds' or solve 
a problem in arithmetic may vary, even across tasks which would seem 
to possess similar logical structures and demand the same mental 
abilities. We have considered Piagetian tasks which suggest that young 
children are egocentric, and contrasted performance on these with 
success on other problems which appeared to exhibit a similar logical 
structure. Performance on formal, 'logical' problems, in which task 
content and procedures of reasoning are rather arbitrary and strange 
with respect to everyday activities, has been contrasted with that on 
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tasks which activate knowledge, processes of communicating and 
thinking more closely related to everyday social practices. In this 
chapter, mathematical practices associated with familiar and person-
ally significant tasks have been juxtaposed with those arising out of 
school-based mathematical problem-solving. Although, in some of the 
examples considered, the 'same' mathematical concepts and operations 
seemed to be involved across such diverse situations, we found differ-
ences in performance which split along the lines of social context, 
personal significance and the systems of signs (e.g. oral versus written) 
exploited in the activity of problem-solving. 

One can look at such discontinuities in at least two different ways. 
It can be argued that performance on abstract, relatively artificial tasks 
provides the 'purest' measure of an individual's most advanced stage or 
level of functioning. Performance in uncontrolled, socially familiar 
situations may be influenced and made possible by learned practices, 
procedures and cues which do not demand the mental abilities revealed 
in well-designed, experimental situations. Similarly, it can be argued 
that the mental processes involved in solving practical, everyday 
mathematical problems are situation-specific and lack the power and 
generality of the mathematical concepts, procedures and context-
independent laws which govern 'pure' mathematical reasoning. 

On this kind of perspective, knowledge and understanding become 
increasingly abstract and reliant on logical form (more 'structure-
dependent') with development. Cognitive development involves the 
progressive abstraction, construction and realization of increasingly 
abstract and context-independent mental structures and operations. 
Practical commerce with nature, and the need to co-ordinate thought 
and action with beings whose understanding is also constrained by the 
logic of nature, will ultimately drive both individuals and the species 
towards modes of thinking which embody logical operations. Thus 
viewed, logical relations provide the constraints out of which universal 
logical operations will eventually be constructed. 

This general view (Piaget's theory provides but one example) leads to 
a 'vertical' analogy for conceptualizing the development of cognition in 
which more advanced forms of reasoning are abstracted from lower-
order ways of thinking. 

Looked at from a different perspective, one can accept the impor-
tance of logical relations but adopt a more 'horizontal' analogy for 
mind and its development. On this kind of view, the process of learning 
to reason about different kinds of situation does not involve abstraction 
and 'vertical' growth but the 'horizontal' extension of logical relations 
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to different systems of thinking. Nunes and Bryant's interpretation of 
'everyday' and 'school' mathematics provides a good illustration of this 
alternative view. They argued, recall, that the practices which Brazilian 
street vendors employ in their everyday economic activities are con-
strained by the same logical relations as those governing 'schooled' 
mathematical reasoning. However, the physical and mental processes 
which mediate the two forms of reasoning differ. For one thing, street 
mathematics is reliant on oral practices, while school maths is more 
dependent on methods developed to manipulate and solve written 
representations of problems. The two types of reasoning differ because 
the physical and mental operations they exploit are developed out of, 
and adapted for use with, different systems of signs. But it is not the case 
that the procedures and operations designed for the manipulation of 
written forms of representation are simply 'abstracted' from more 
context-specific, concrete or lower-order oral representations. Rather, 
each offers a special system of operations designed to work with the 
representations they provide. The practical and mental operations that 
they demand and support cannot be viewed as a hierarchy. Rather, they 
are distinct mental technologies (each of which honours the constraints 
of logical relations). 

Such an emphasis on the formative role of systems of signs in the way 
in which physical and mental processes develop and work is, of course, 
compatible with the historical, social constructivist views advanced by 
theorists such as Vygotsky, Luria and Bruner. Thinking about the 
special properties of cultural tools and sign systems, in relation to the 
logical relations which constrain their operation and use, offers one 
way in which we might, if we so choose, try to integrate theory and 
evidence from both constructivist and socio-historical schools of thought. 



9 
Education and educability 

As we have seen throughout this book, research into the psychology 
ot intants and young children portrays an essentially up-beat picture 
of their abiliiies. In relation to areas such as language acquisition, the 
development ol social awareness and an understanding of other 
people's minds, and in the early development of a conceptual 
understanding of the foundations of mathematics, research paints a 
basically positive picture both of what children know and of their 
ability to learn as they first enter the school gates. Why, then, do so 
many seem to tare poorly in school, come to dislike learning in the 
classroom and leave school with such a poor grasp of skills in 
communication, literacy and numeracy? This question has been 
asked many times over rhe years and, in this final chapter, 1 will 
consider some possible answers, both theoretical and practical, lie 
warned, however, that my Treatment of these issues will be limited to 
a consideration of the developmental theories we have been exam-
ining throughout this book. 

One possibility is that individual differences in school achieve-
ment and the ability to learn in the later stages ot schooling are simply 
determined by genetic variations in ability. Another explanation 
might lie in individual differences in levels of interest, attention, 
motivation and effort. Alternative!\. the gap between the values, 
attitudes and practices of home life and those demanded by school-
ing may be tot) wide lor some children to bridge easily. Or, as situated 
action theorists might argue, given the discrepancies between what 
some children can do and learn in and our of school, the reason for 
disillusionment with schooling is that it has no relevance, and hence 
no value, to children's everyday life outside che (.lasMooin. 
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Λ second theme taken up in this chapter concerns the relations 
between theory, research and educational practice in connection 
with the issue of how and why it is so hard to derive, in classrooms, 
the learning benefits often promised by research. Why, for example, 
do so many children continue to have problems in learning to read 
or to communicate when research claims to have discovered some ol 
the solutions to their problems? Again, why is there a divide between 
the images of childhood derived from dilferent situations? 

Theories of psychology and practices of education 

Throughout this book, I have been exploring and emphasizing the 
importance of social interaction, communication and instruction in the 
intellectual development of children. I have also underlined the central 
role played by systems of signs in structuring and extending the child's 
communicative and cognitive abilities. Such an approach, which stresses 
the external or 'exogenous' influences on human development, is in a 
continual state of tension, if not open opposition, with those theories 
which emphasize the internal or 'endogenous' control of cognitive 
development. Such disagreements of theoretical emphasis lead to very 
different views about the nature of education and educability. 

Both neo-Piagetian and neo-nativist theories are more likely to 
attribute to nature what socio-cultural theories claim as products of the 
process of social construction. Whilst both the neo-Piagetian and neo-
nativist approaches are motivated by a search for universal and timeless 
truths about individual minds, the more socio-culturally oriented 
approaches are more concerned with the culturally and sub-culturally 
specific aspects of human psychology, with the historical relativity of 
the influences which constrain cultural practices, and with trying to 
understand the processes which lead both to individual differences 
within cultures and to general patterns of similarity and difference 
across them. They seek universale and peculiarities in the way in which 
cultures perpetuate themselves and induct the young into their ways of 
life. Where the modularity theorist might be tempted first to explain 
individual differences in school achievement in terms of factors like 
differential rates of maturation and genetically mediated natural vari-
ations in ability, the socio-culturalist is likely to try to account for such 
differences by appealing to variations in social practices, values and 
access to sources of power and knowledge within the culture. Thus, the 
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weight that different theories are likely to place on educational practices 
as a source of variations in educational achievement differs consider-
ably. 

But there are also important differences within each general theoreti-
cal approach. For example, modern constructivist theories vary in the 
degree of importance that they attribute to the role of socio-cultural 
factors and systems of signs in influencing the course of cognitive 
development. Case, for example, argues that both evidence derived 
from socio-cultural research and that demonstrating the modular 
structure of mind must, and can, be accommodated within his theoreti-
cal framework. His position, though still mainly a constructivist one, 
is thus far removed from that of Piaget. However, by maintaining the 
view that the basic processes which support all learning and perform-
ance change with age, his theory still remains distinct from the 
approach taken, for example, by modularity theorists. 

As I have tried to illustrate throughout this book, different psycho-
logical theories of how children think and learn adopt very different 
stances in relation to issues such as the links between processes of 
maturation, development and learning and they disagree about such 
things as the role of logic in cognition and the relations between 
language and thinking. Yet, they all agree that we need a theory to 
explain the workings of the mind. The drive to develop such theories 
has led, in the hands of different theorists, to the formulation of 
concepts such as mental operations, models and modules, rules of the 
mind, inner speech and inner dialogue. They appeal to different 
psychological processes of 'abstraction' variously termed internaliza-
tion, appropriation, reflective abstraction, de-contextualization, 
disembedding, representational re-description, interiorization, and so 
forth. They are all theories about the same sorts of things: the presumed 
contents and processes of cognition. We certainly do not lack a 
vocabulary of mental terms. Perhaps, as the early behaviourists might 
have argued, this proliferation of terminology for describing cognition 
is itself a sign that we will never make a science of mental life out of 
anything but the study of behaviour. 

One reading of situated action theory is that the 'reification' of mind 
signalled by such terms does indeed leave too much in the head and too 
little in the situations in which human beings act out their lives. Physical 
and social environments are not simply 'places' in which people act: 
they remain an integral part of their knowledge and action. In chapter 
8, recall, I outlined research into the mathematical practices of Brazilian 
children which compared their performances in 'street' and 'school' 
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mathematics. To a mathematical eye, the tasks they were asked to 
undertake in both situations appear identical: they demand facility with 
the same numbers and mathematical operations. The children's 'failure 
to generalize' what they knew from one context to another, on a 
situated account, reveals the fallacy of the assumption that the same or 
similar 'cognitive processes' are involved. The two activities, street and 
school maths, embody different purposes, practices, people and places. 
Each of these situational dimensions is an integral part of what is 
learned. The notion that such different cultural activities involve the 
'same' tasks or require the 'same' mental operations is a myth - a myth 
created by those who wish to draw parallels between performance in 
such different situations simply for their own theoretical purposes. 
Street vendors, of course, share neither those purposes nor the proposed 
mental connections that they construct. Maybe, like radical behaviour-
ism, situated action theory demands a rejection of mind. 

Such a radical reading of situated action theory also implies that 
schools and teachers can do little to prepare children for everyday life 
in the wider culture. Yet, as we saw in the last chapter, others interpret 
the same body of evidence less radically. For example, studies of the 
mathematical performance of children in school and on the streets show 
that their activities differ in terms of the systems of signs used in the two 
contexts. Thus, the notion that they demand the 'same' cognitive 
processes is invalid because the two forms of mathematical reasoning 
(not simply the situations in which that reasoning takes place) are 
different. Nonetheless, Nunes and Bryant (1996) argue, whilst their 
reasoning involves the use of different signs, both street and school 
maths demand a similar conceptual grasp of the basic logical relations 
which underpin mathematical thinking. This view acknowledges that 
practices vary across different situations and leads to a very different 
account of the relations between 'everyday' mathematical reasoning 
and school maths from that entertained in traditional cognitive and 
educational theory, but it has powerful implications for the way in 
which the teaching of mathematics in school might be improved, as we 
saw in the previous chapter. 

One intelligence or many? 

As I have said several times, modular theories of mind differ from 
positions such as that taken by Piaget and modern learning theories in 
that they reject the view that cognition and cognitive development are 
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single, unitary processes. For the best part of a hundred years, similar 
arguments have been heard in the field of mental testing. Here too, 
arguments about how we should conceptualize human intelligence - as 
a single or multiple affair - are still taking place. Since this furthers our 
consideration of the relations between ability and education, we 
consider a very brief account of these issues here. 

Ever since IQ tests were developed at the turn of this century, 
arguments about how they should be analysed and interpreted have 
continued unabated. Some believe that they measure a single, underly-
ing general intelligence, 'g', others that they reveal up to 120 different 
abilities or 'vectors of the mind'. Historically, such arguments have 
centred on methodological issues concerning the appropriate statistical 
techniques to be used in analysing test scores, and on the interpretation 
of evidence which shows correlations between differences in the general 
speed of mental processing and IQ test performance (Eysenck, 1987). 
As we have seen, the role of speed of processing and the interpretation 
of changes in processing speed with age and expertise have also surfaced 
in relation to contemporary developmental theory. In principle, the two 
literatures might be expected, jointly, to enable such questions to be 
resolved. In practice, both traditions have been split by similar differ-
ences of interpretation. 

Piaget, who worked as an assistant to Binet, the developer of the first 
intelligence tests, became interested in the common patterns of correct 
responses and errors made by children with similar 'mental ages' on 
Binet's tests. This, in company with his interest in evolution and 
biology, set him on the path to the formulation of his theory of stages. 
This, as we have seen, argues for a single, monolithic structure of mind, 
which undergoes wholesale transformation with age. In cognitive 
psychology, modern learning theories, such as that formulated by 
Newell (1991), also view the mind as a general purpose problem-
solving system. For them, however, differentiation of performance 
comes about through practice, problem-solving and expertise, not 
changes in stages of development (although Newell was prepared to be 
persuaded!). Time on task and an interest in solving problems are the 
major determinants of achievement. This approach, though it does not 
necessarily rule out ability as a source of variations in achievement, 
places greater stress on the role of interest and experience. 

An alternative perspective, which we have also explored in this book, 
holds that the mind exhibits 'multiple intelligences' and that children 
develop more domain-specific or module-based 'theories' in different 
areas of functioning such as language, number, spatial concepts and so 
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forth. Gardner's (1983) theory of intelligence, for instance, posits at 
least seven distinct 'frames of mind'. Cultures, he argues, place different 
values on these abilities. For example, Western cultures value most the 
importance of logical and mathematical abilities, whereas others, such 
as the Balinese, place greater stress on kinaesthetic intelligence which 
is developed to high levels of performance in dance. Thus, different 
societies selectively develop the latent talents of their children in ways 
that reflect their collective values. In this sense, the concept of intelli-
gence is culturally relative. However, variations in levels of achieve-
ment within any given ability are largely due to genetic factors. 

On this account, exceptional children exhibit outstanding achieve-
ment because they are endowed with a high level of native ability in one 
intelligence or frame of mind. Unlike learning-theory accounts of 
individual differences, the modular view argues that not only practice 
and expertise but also the 'quality' of functioning of those parts of the 
brain and nervous system which serve different intelligences determine 
achievement. One implication of theories of multiple intelligences is 
that if we want more of our children to achieve their full potential, we 
should diagnose and build upon their strengths and enlarge our view of 
what it means to be intelligent. Thus, differentiation on the basis of 
ability is the best way to proceed in educating children. 

As I have suggested in several chapters, there are now several 
attempts taking place to achieve a coherent theoretical synthesis of 
these positions in relation both to theories of intelligence (e.g. Sternberg, 
1985) and to developmental theory (e.g. Case, 1991). There seems to 
be a general movement, then, which seeks to acknowledge the fact that 
minds do exhibit a modular structure (as many studies of infancy show) 
but that later development also involves more general, cross-modular 
integration and exploits the cognitive practices and sign systems made 
available by the culture in which development takes place. The extent 
to which such efforts towards a grand synthesis will succeed remains to 
be seen. To the extent that it can, we will be better placed to resolve 
competing explanations for differences in ability, experience and 
attainment. 

Socio-cultural theories are more concerned with exploring variations 
in children's life circumstances as a way of understanding both universals 
and differences in development within and across cultures. There is no 
reason, in principle, why such approaches should be incompatible with 
either a modular view of mind or theories about genetically determined 
differences in ability. In practice, however, the advocates of the 
different theoretical traditions have tended either to disagree or to 
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ignore each other. As Case points out, the fact that each tradition has 
focused on different phenomena and used different methodologies 
makes it extremely difficult to locate areas of common ground where 
it would be possible either to adjudicate between different explanations 
or, as he does, to attempt a theoretical synthesis of the different 
perspectives. 

Effort and ability 

Throughout this book, I have been concerned with processes of 
learning and development and with issues about the importance of 
communication and instruction in fostering or impeding these. Tests of 
general ability, however interpreted, which provide predictions about 
the likely future achievements of different groups of children, can be 
used to contribute to discussions of these processes and issues in a 
number of ways. For example, several investigations and classroom 
experiments that I have discussed in this book have employed formal 
tests of 'general academic ability' to address questions like 'How does 
the performance of a child with a high test score differ from that of a 
child with a low one?' or 'How might such differences be implicated in 
the relative difficulty a given child experiences in learning how to read 
or to solve specific types of learning problem?' Where we find, for 
example, that children with high scores are more expert in processes of 
self-regulation and self-explanation, we can go on to ask if other 
children can be taught how to develop these abilities. Such comparisons 
prove useful to the extent that they provide insights into the sorts of 
classroom activities we might use to help children become more 
effective in learning and self-instruction. The work of Brown, Ferrara 
and their colleagues, discussed in several chapters, illustrates this 
approach to curriculum development. 

In each chapter, we have considered different abilities that underlie 
the capacity to learn in school. Problems in one or in any combination 
of these abilities will create learning problems for a child. They include 
a desire and ability to attend, concentrate and memorize; knowing how 
to apportion one's time and resources in order to study and learn; 
understanding what people mean by what they say and do; the 
confidence and expertise to present and explain oneself and knowing 
how to make what one has to say or write accessible to one's audience; 
the ability to evaluate and redirect one's efforts, to self-correct and self-
instruct; and knowing how to make one's attentions and actions 
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contingent upon the requests, demands and needs of others. Difficulties 
in gaining competence in any of these activities will generate problems 
for a child. To the extent that we are able to help a child to gain and 
perfect such abilities, that child is educable. 

What I propose to do in these final pages is to re-examine, briefly, 
some aspects of the processes involved in learning how to think and 
learn in school that we have considered at greater length in the 
preceding chapters. I do not intend to present a summary. Rather, I will 
apply some of the ideas, findings and questions we have already 
discussed to consider what, if anything, we know about the nature and 
origins of individual differences in children's powers in these areas. I 
will also attempt to mention, albeit briefly, factors which contribute to 
a child's likely experiences in school which lie outside the remit of the 
theories of learning and development that we have been considering but 
which need to be integrated into our thinking about education and 
educability. 

Attending and concentrating 

Picture a classroom in which all but one or two children are concentrat-
ing on the task at hand. Then imagine another in which the majority of 
children seem restless, talkative, fidgety and inattentive to the lesson. If, 
observed over time, the same handful of children in the first class seem 
inattentive and easily distracted, then one would be led to ask what it 
is about those children that renders their concentration so poor. If the 
state of affairs persists in the second imaginary class, one might be led 
to ask questions about the teacher and what is being taught. 

We may be tempted to conclude that evidence of consistent inatten-
tion is proof of the fact that some pupils lack 'powers' of attention and 
concentration. However, I have argued several times in different 
chapters that the ability to attend and concentrate is not simply a 
natural capacity that children 'possess' to a greater or lesser extent. 
When we examined what was involved in the development of powers 
of concentration, for example, we found that it implicates a number of 
processes of self-regulation, some aspects of which have to be learned. 
Further, what can be perceived and memorized depends upon a 
learner's existing conceptual understanding and task-specific knowl-
edge. Where the gap between a child's current level of understanding 
and that demanded by what is being taught is too great, then we cannot 
expect to find the child concentrating on what is being said and done. 
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For example, if, as Hart and her colleagues suggest, around half of 
children in secondary mathematics classes are unlikely to have suffi-
cient grasp of the subject to understand what the teacher does and says 
in group lessons, then, as they advocate, we should seek explanations 
in terms of what is being taught and how, rather than attribute blame 
to 'inattentive children'. 

But common observation suggests that children differ in the extent 
to which they can learn such things as strategies which help them to 
buffer themselves from distraction, and to develop the ability to study. 
There are several lines of evidence which suggest that some (and I 
emphasize the word) children do face problems of adjustment to school 
because they are temperamentally ill-suited to sitting still and concen-
trating. The relationships between such 'inborn' temperamental char-
acteristics and social experiences in the formation of personality are 
complex and controversial. A detailed consideration of the issues 
involved lies outside our immediate concerns. However, I think it is 
useful to look at some of the studies in this field since they illustrate that, 
for some children, learning how to pay attention and concentrate is 
difficult because of their temperaments. For a tiny minority of children, 
I think we must conclude that their problems of attention and concen-
tration are not of their own, or anyone else's, making. Some of the 
evidence for this argument comes from what looks like an unlikely 
source - the study of anatomy. 

Most of us are born with two or three 'minor physical abnormalities' 
(MPAs). For instance, one of our toes may be too long relative to the 
others, we may have no ear lobes or a slight palatal defect. Children 
with an unusually large number of such minor physical characteristics 
may display learning problems in school (Bell and Waldrop, 1982). For 
example, boys with five or more minor abnormalities are likely to 
appear restless, fidgety and inattentive in comparison to children with 
fewer than five, whereas girls with five or more are more often passive, 
shy and withdrawn. 

Most of these minor defects are invisible to the non-clinical eye and 
careful inspection is needed to discover them. So it seems highly 
unlikely that other people's responses to the child cause such learning 
problems. Identifying precise causes is difficult. However, there 
is evidence of association between minor physical abnormalities at 
birth and both maternal diet during pregnancy, such as a high intake 
of refined foods, and maternal infection at crucial periods in the 
development of the foetus. Such evidence suggests that the causes of 
MPAs lie in damage to foetal chromosomes during gestation. Thus, 



Education and educability 285 

social factors, like maternal diet, and socially related experiences, such 
as the probability of exposure to infection during pregnancy, are 
known to affect the developing foetus (Bell and Waldrop, 1982). 
Children's bodies and aspects of their mental adjustment, like levels 
of activity and proneness to distraction, are in turn affected by 
impaired biological processes. The divide between social and biologi-
cal influences on development and that between physical and mental 
characteristics of an individual are not clear-cut. Similarly, malnutri-
tion is a pretty good prescription for producing apathy in normally 
alert, active and attentive children. The correlation between poverty 
and school achievement has been long recognized. We have been 
considering mainly cognitive and linguistic accounts of development 
in this book, but it is important to note that such considerations rest 
on the tacit assumption that a child's basic needs are being met. In 
some cultures (and in some households in our own culture), this 
assumption is unwarranted. 

There are other lines of evidence that point directly to the effects of 
a child's life experiences on his ability to concentrate in class. For 
example, children from abusing homes are sometimes (though by no 
means invariably) overactive, easily distracted and disruptive in school 
(Kempe and Kempe, 1978). Similarly, the study of children with 
histories of local authority, institutional care and adoption reveal 
differences in school behaviour, including fidgeting, restlessness and an 
inability to concentrate (Tizard and Hodges, 1978). Children who, in 
their first years of life, experience long periods of time being cared for 
outside their family may, when they are returned to the family, exhibit 
problems of concentration and attention. Interestingly, many of these 
problems are more evident at school (where children are in groups and 
usually have to make what they say and do contingent upon the 
teacher's demands) than they are at home. 

If a particular child is characteristically restless and inattentive 
in class, and there is any reason to suspect poor diet or chronic stress 
and upset (or, sadly, these days, drugs) as causes for his or her 
problem, then, clearly, more than educational intervention is called 
for. I do not think we know to what extent differences in children's 
powers of concentration are attributable to such factors. How-
ever, where a large proportion of children find concentration heavy 
going and the classroom admonition 'pay attention!' is heard fre-
quently, it is probably a sign that the match between what children 
understand and what they are being required to attend to is too great 
for them to bridge. 



286 Education and educability 

Effort, ability and motivation: the social dimension 

In an earlier chapter, I outlined studies of children's developing 
'theories of mind'. By the time they enter school, children are aware of 
the fact that other people hold beliefs about the world and that they act 
on the basis of such beliefs. Young children are not behaviourists! 
Amongst those beliefs, one set is of particular importance to the child: 
the beliefs that affect how others view them. Developmental studies of 
children's concepts of friendship, in line with common experience, 
demonstrate the crucial import, even for the young school child, of 
what they think their peers believe about them. The child's view of 
himself as a social being, as an object of other people's regard, can be 
a crucial determinant of his motivations. And if you accept this, then 
you also buy into the notion that motivation and de-motivation for 
learning are not simply manifestations of individual cognition but a 
consequence of a complex interaction between the personal and the 
social. 

The issue of 'motivation' and 'de-motivation' of children has received 
much, often wise, thought (e.g. Holt, 1967) and I do not intend to 
consider the issue at length here. However, research into the develop-
ment of motivation and its relation to effort and performance has shed 
some new light on the issue. Heckhausen, a German psychologist, has 
undertaken a series of studies to investigate changes in children's 
motivation with age and cognitive development (e.g. Heckhausen, 
1982). Briefly, he argues that up to the age of around eleven years 
(another shift coming up!) children do not entertain a very clear 
distinction between effort and ability. The young child, in his view, 
perceives as equal all who manage to achieve the same goals. The fact 
that some children do things faster than others does not seem to overly 
concern them. However, around age eleven, things begin to change. 
The child now appreciates the fact that two people who put in different 
amounts of time and effort to achieve the same ends must differ in some 
way. The concept that emerges to co-ordinate the concepts of effort and 
achievement is ability. 

Some children, when this realization dawns upon them, are in a cleft 
stick. If they work hard to achieve what others seem to find easy, then 
they betray their low ability. Since ability is at a premium (at least, in 
some cultures) the child may experience a desire not to try, to run away, 
drop out, show a lack of interest and decide that schooling is 'silly' and 
a waste of time. In this view, the relation between ability and perform-
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ance is mediated not simply by the genes but by self-perception and a 
desire to avoid betraying signs of incompetence. One suspects, given the 
results of David Hargreaves' (1967) study of child 'cultures' in the 
secondary school, that such children will soon find others who share 
their views on schooling. 

Dweck and her colleagues (1978) have also looked beyond innate 
differences in aptitude to explain achievement in studies of the different 
experiences of boys and girls in the classroom. They provide many 
insights into the complex social dynamics in lessons, but two of their 
observations are of interest to us here. They examined the 'feedback' 
given to boys and girls by their teachers in mathematics lessons. There 
were some marked differences. Boys, for example, more often received 
negative feedback. But this did not often reflect on their intellectual 
abilities. There was, so to speak, a 'hidden message', which was that if 
they were not doing well, the reason was not due to mathematical 
incompetence but to other factors, such as inattentiveness. When the 
boys received praise, or positive feedback, this was likely to focus upon 
intellectual competence, signalling that they were good at maths. Girls 
received infrequent negative feedback from their teachers, but when it 
did occur, it was very likely to reflect upon their ability in maths. So for 
boys, criticism is common and by no means a special event, and it does 
not reflect upon their competence. However, if feedback is positive (and 
this is a special event for boys), it usually reflects well on their 
mathematical ability. Because negative feedback is rare for girls, when 
a girl does receive it, it forms a notable event and is likely to convey the 
idea, to both herself and her peers, that she is not very good at the 
subject. 

One implication of these observations is that, perhaps unwittingly, 
teachers create a very different climate in the mathematics classroom 
for girls and boys. This acts to make 'error' a more serious affair for girls 
and to induce in some a sense of mathematical incompetence. Another 
important finding is that boys who were subjected to a similar pattern 
of feedback to that met by girls also felt that they lacked ability in maths, 
supporting the notion that teachers may contribute to their pupils' 
sense of competence (or otherwise). Thus, the image that a child 
develops about both herself and her sense of how others regard her is 
constructed, at least in part, in the course of classroom interaction. 

In the last chapter, I referred to cross-cultural investigations of 
achievements in, and attitudes towards, mathematics. One finding is 
that in Asian cultures, like Japan, which fare well in international 
comparisons of achievement, cultural attitudes towards effort and 
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achievement appear to differ from those held in Western cultures. Poor 
attainment is attributed to a lack of effort, not a shortage of ability. 
Conversely, in the West, failure is more likely to be attributed to a lack 
of ability rather than a shortfall in effort. 

If one accepts Gardner's claim that Western cultures view intelligence 
largely in terms of achievements in logico-mathematical domains, then 
they may have painted themselves into an educational corner. If, 
through an emphasis on ability over effort, we implicitly force many 
children into feelings of incompetence in subjects, like maths and 
science, which are held in high cultural regard, then we are likely to 
defeat our own aims with many of our children. These, sensing that they 
are 'below average', can only succeed through effort and, in so doing, 
display a lack of ability in areas which are culturally valued. Both they 
and the system are in a no-win situation. Paradoxically, then, the low 
esteem in which they hold learning and the anti-intellectual stance 
which many children appear to adopt as they leave school may be due 
to their sense of failure in what they know, deep down, are the things 
that our system tells them 'really matter'. 

All this is pure speculation, of course. However, the view that we 
should try to encourage in our schools the development of a culture 
which acknowledges effort, rather than ability alone, is being advo-
cated by some who have spent a professional lifetime in the study of 
how children think, learn and can be taught (Resnick and Nelson-Le 
Gall, in press). However, if the observations by Dweck and her 
colleagues are sound, and the critique of Western approaches to 
teaching which encourage speed at the cost of reflection are accepted 
(see chapter 8), then we face a task of massive changes in attitudes and 
practice if such a vision is to be achieved. 

Theory to practice: a hard road? 

In several chapters, I have discussed classroom intervention studies in 
which, working with individuals or small groups of children, success 
has been achieved in the teaching of reading, writing, communication 
skills and mathematics to children who were struggling to learn. Where 
the effects obtained from such studies were great and suitable controls 
were used to ensure that success could be attributed to the teaching 
strategies used, rather than to factors like extra time on task or just the 
additional attention of an adult, then we can be confident that our 
knowledge, both of the nature of the children's learning problems and 
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of the experiences needed to overcome or ameliorate these, has been 
expanded. The question then arises as to how we get such knowledge 
into practice. And this question is not an easy one to answer. 

This has not been a book about teaching methods, curriculum 
development or classroom management. This is not because I think 
these issues are unimportant - far from it. Rather, it is simply that I do 
not profess to know much about such things. However, in concluding 
this book, I think it is important to acknowledge some of the difficult 
conceptual and practical problems that we face in trying to derive 
benefits from theory and research by seeking their exploitation in the 
classroom. 

Intervention programmes, such as the Reading Recovery approach 
developed by Marie Clay and her colleagues (e.g. Clay and Cazden, 
1990; Hobsbaum, Peters and Sylva, 1996), make significant demands 
on teaching time and teachers' knowledge and skills. Teachers have to 
learn how to assess 'gradients of difficulty' in the reading and writing 
tasks they set for children to ensure that learners are faced with 
sufficient challenge to promote progress without being overwhelmed 
by too many new demands. In Vygotskian terms, they need to locate 
and work at the upper bounds of a child's zone of proximal develop-
ment. The teacher must then be capable of scaffolding the child's 
activities to ensure that they meet the challenges set and do as much as 
they can for themselves but without being left to struggle alone when 
demands exceed their current abilities. Teachers must also be ready to 
'fade' their support for aspects of the tasks that the child is ready to 
perform alone and then stand ready to help them as they are moved on 
into new terrains of learning. As I said in chapter 4, even on simple 
tasks, successful scaffolding of the learning process and the mainte-
nance of contingent instruction call for considerable knowledge, skill 
and vigilance on the part of the tutor. Learning how to operate a 
Reading Recovery programme entails considerable teacher training. 
This is one reason why there is no simple prescription for putting 
knowledge of the teaching and learning processes into action in the 
classroom. The same argument can be extended to the other interven-
tion programmes outlined in earlier chapters. 

The 'gap' between what is promised by research and what happens 
in the majority of classrooms is also illustrated by investigations into the 
effects of peer interaction on learning. There is now an extensive body 
of evidence which shows that getting children to work collaboratively 
in pairs and small groups can help them to develop their skills and 
conceptual understanding (Wood and O'Malley, 1996). For example, 
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interactions between small groups of children, without direct aid from 
a teacher, can lead to advances in their understanding of phenomena 
such as why and how things float or sink and of the factors which 
influence the motion of objects (Howe, Tolmie and Rodgers, 1990). 
This work provides us with some important insights into the conditions 
which need to be fulfilled if children are to benefit maximally from such 
group work. 

First, the children involved should, collectively, know or believe 
different things about the phenomena being investigated and they must 
also come up with different predictions about what will happen in the 
practical task situations set. In this way, both the likelihood that they 
will voice different ideas about what is likely to happen when they 
undertake experiments and the chances that they will help each other 
to consider and co-ordinate different explanations are maximized. The 
chances are that they will then revise their ideas about the phenomena 
being investigated and develop more elaborate explanations. 

This means that, to create the effective conditions for group work, the 
researchers had to (a) diagnose what individual children knew and were 
likely to expect to happen in the phenomena to be investigated, ( b ) select 
groups to ensure that children were likely to encounter competing ideas 
and predictions from each other, and (c) identify and create task 
situations likely to provoke the children into discussing different 
possible outcomes and explanations. To achieve such group situations 
in the classroom entails considerable demands on a teacher's knowl-
edge of both the subject matter and the children's current knowledge 
and expectations. 

Despite the fact that such research shows that children have the 
potential ability to work successfully in groups and can learn from each 
other, when we look at the findings of observation studies that have 
examined how children behave in group work in the classroom, we see 
that this potential is seldom realized (Bennett et al., 1984; Galton and 
Williamson, 1992). Most attempts to get children to work in teams do 
not generate the outcomes one might expect from research. In part, this 
may be due to the way in which children are selected for group work 
and the nature of the tasks set. However, Galton, a researcher of long 
standing in this area, suggests that major reasons for lack of success are 
that children are not schooled in the attitudes and skills needed to 
sustain effective collaboration and that they receive 'mixed messages' 
from teachers. Typically told to work quietly, alone and at speed, they 
find it hard, Galton suggests, to accept that talking, arguing and 
discussing things in groups is really acceptable in class. Other investi-
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gations into the conditions for effective group work also suggest that 
the 'ground rules' for acceptable behaviour in groups and the processes 
involved need to be made explicit to children. Discussion about the 
nature of effective discussion, for example, can help them to appreciate 
both the intended goals of group work and the communicative practices 
involved. 

Cross-cultural comparisons of classroom practices provide some 
possible insights into how effective group work in the classroom might 
be achieved. Some observations of Japanese classrooms, for example, 
show that teachers often set problems to small groups of children. In 
maths lessons, groups are encouraged to find their own ways of solving 
a problem. They are then invited, in whole-class settings, to illustrate 
and explain their solutions to the others. This provides opportunities 
for discussing any differences in solution strategies and any slips or 
mistakes revealed. In this way, children have an opportunity to discover 
that most problems can be solved in different ways and this invites them 
to consider factors such as the relative elegance of the methods used. 
This helps to make explicit and public the conceptions, strategies and 
procedures implicated in different ways of construing problems. How-
ever, as I cautioned in chapter 8, it is unwise to conclude from such 
observations that differences in teaching practice necessarily cause 
cross-cultural variations in school achievement. Many other factors, 
such as differences in language and in cultural values and attitudes 
towards learning, may also play a part. 

When researchers enter a classroom they can, so to speak, negotiate 
their own contracts with pupils. Children are likely to know that 
something out of the ordinary is taking place and may accept new ways 
of trying to learn and keep on task more readily than they would in the 
normal classroom setting. Thus, the 'culture' of classroom life and that 
which governs experimental investigations - even when these take place 
in schools - are likely to differ. If one culture supports different ways 
of acting and learning from another, then we should not be surprised 
to find that it is hard to 'apply' the findings of research to everyday 
classroom practice. 

Theory, technology and teaching 

In the previous chapter, I outlined Fuson's analysis of the variety of 
situations to which an understanding of addition and subtraction with 
whole numbers applies. I also mentioned her critique of the maths 
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curriculum as presented in North American textbooks. She argues 
that the mathematical content of these is too narrowly conceived and 
that the way in which problems are presented and sequenced is far 
from ideal. Her analysis of the conceptual foundations of such 
mathematical knowledge and of the way in which curricula might be 
re-designed to be more in tune with what children need to learn and 
how they might be taught suggests another route for the application 
and exploitation of theory and research. Technologies like textbooks 
provide vehicles for transporting research findings into the classroom. 
If these are revised on the basis of research findings, as Fuson implies, 
then they provide one means for carrying the lessons of research into 
schools. 

In recent years, we have been experiencing the impact of information 
technology in schools. With the promise of universal access for schools 
to electronic networks, the possible effects that the information revo-
lution might have on the future of education can only be guessed at. I 
will not attempt to second-guess the future here, however. Rather, I 
want to use this final section to explore the impact that the theories of 
learning and development that we have been considering in this book 
have already had on the design of educational technology, in an attempt 
to assess the extent to which, like textbook technology, they have 
provided, or might provide, a new route for the exploitation of theory 
and research in practice. 

Skinner, as I mentioned in chapter 4, foresaw much promise in the 
application of learning theory to the design of 'teaching machines'. He 
believed that, programmed to teach according to strict principles of 
shaping and reinforcement, such machines would free children from the 
irrationalities of human teaching and help to perfect a scientifically 
based technology of teaching. Although some Skinnerian teaching 
machines were built and used in schools, they never took off, for 
reasons I will discuss later. 

Another attempt to free children from the dictates of teachers came 
from a very different theoretical quarter. This approach, developed by 
Seymour Papert (1980, 1994) and his colleagues, drew its inspiration 
from Piaget's theory and aimed to provide children with new tools to 
help them to construct their own knowledge and, whilst so doing, to 
discover and exploit their own powers of learning. Where Skinner set 
out to program machines to teach children, Papert, by getting children 
to program machines for themselves, endeavoured to help them to teach 
themselves using the LOGO programming environment. Although 
evaluations of LOGO have produced some evidence that it can support 
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learning of specific mathematical concepts, the larger benefits hoped 
for in terms of global effects on children's conceptual understanding 
and general problem-solving skills have not been forthcoming. Papert 
argues that such lack of success stems not from any theoretical or 
technical inadequacies of LOGO but from the fact that teachers have 
not been able or willing to provide a learning culture within which 
children can develop their potential. Another possibility, of course, is 
that the theory itself stands in need of revision and that children require 
more support in order to develop their conceptual understanding. As 
we have already seen, many neo-Piagetian theorists have acknowledged 
the need to incorporate elements of the socio-cultural perspective in 
order to carry the constructivist agenda further. In relation to learning 
within the LOGO environment, there are also those who argue that 
children need more guidance and support in the use of LOGO if they 
are to explore and benefit from the learning opportunities it opens up 
(Hoyles and Sutherland, 1989). 

In chapter 4, I gave a very brief account of Anderson's Intelligent 
Tutoring Systems and referred to evidence that they can speed up rates 
of achievement in areas like the learning of geometry and programming 
languages. Some reactions to Anderson's achievements echo those 
which greeted Skinner's teaching machines. Anderson's tutors respond 
to a learner's interactions on an act-by-act basis: they monitor each 
learner action and evaluate performance at this 'micro-level'. Whilst 
Anderson defines procedural learning in terms of the acquisition of new 
production rules, Skinner defines it in terms of the shaping and 
reinforcement of S-R connections, both focus on local behaviour. 
Skinner's teaching machines were designed to present learning se-
quences in steps so small that a learner should never make an error. 
Anderson's tutors, whilst designed to minimize the chances of over-
loading the learner, are not designed to achieve error-free performance. 
But, as we saw in chapter 4, his tutors are designed to correct errors 
immediately. On both theoretical accounts, there is no benefit attrib-
uted to errors in learning. 

In the preceding chapter, I explored research into mathematics 
instruction which is highly critical of attempts to teach procedures at 
the expense of conceptual understanding. Such criticisms, as I pointed 
out, are not new, and both Piaget and Bruner, amongst others, were 
critical of drill and practice approaches to instruction. More recently, 
Schoenfeld (1988) has argued that 'good teaching leads to bad results' 
when it only helps learners to perfect the application of procedures to 
problems. This results in learning outcomes which do not support 
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either understanding or generalization, for reasons that were explored 
in chapter 8. 

Another criticism levelled against such teaching methods by 
Schoenfeld and others is that they do not foster (and may inhibit) the 
development of strategies for regulating one's own problem-solving. 
For example, the detection, interpretation and remediation of one's 
own errors is an important part of acquiring and making intelligent 
use of knowledge. If the responsibility for such activities is controlled 
by an external agent (teacher or machine), then the opportunities for 
developing effective self-regulatory strategies is minimized and a view 
of learning as the mere acquisition of procedures reinforced. These are 
precisely the arguments levelled against early behaviourist theories of 
instruction. 

In recent years, several attempts have been made to apply notions 
like scaffolding and cognitive apprenticeship to the design of compu-
ter-based learning environments. One approach, developed by Katz 
and Lesgold (1993), and others, seeks to promote learning through 
'authentic' problem-solving. The system presents learners with a 
simulation of the learning task and they are able to 'run' the simulation 
to see what happens when they take specific actions. One application 
of this approach (a system termed 'Sherlock' in deference to Dr 
Watson's colleague) is designed to teach trainee electronics techni-
cians how to diagnose and rectify errors in aircraft engines. The 
problems set resemble those found in the 'real world' and are initially 
'out of reach' for the learner in the sense that they cannot, initially, 
solve problems without help. The amount of help provided by the 
computer 'coach' is determined by the learner's level of skill. Initially, 
any help given is likely to take the form of a 'walk through' as the 
computer demonstrates a solution. When a similar problem is next 
encountered, however, the computer is programmed to offer less help: 
it tries continually to 'fade'. If the help provided is not understood, 
however, then more help is given on request. Thus, such tutoring 
systems are designed to support learning of complex skills in a 
simulated environment, offering help in a way that is contingent upon 
the learner's developing competence. After around twenty hours on 
the system, trainees function on the job as well as those with four years 
of practical experience. 

Although this example is taken from a training context rather than 
an educational one, attempts are currently underway to create similar 
systems for teaching school subjects such as biology. 
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Concluding comment 

It is estimated that around 25 per cent of school districts in the USA now 
make use of extensive computer-based teaching systems, generically 
called Integrated Learning Systems (Underwood, 1997). I have ended 
this chapter with a brief consideration of educational technology to 
underline the fact that these systems have their roots in assumptions 
about theories of how children learn. If we question these assumptions, 
then we have reason to expect limits on the systems derived from them. 

The technical achievements represented by the creation of such 
computer-based learning environments are impressive. However, it is 
important not to be too impressed. Once such systems achieve even a 
moderate degree of complexity, they are liable to become unpredictable 
and, hence, potentially fascinating. Even systems which are pro-
grammed to follow a few simple rules can appear more 'intelligent', 
flexible and adaptive than they really are and we have known for a long 
time that people are often quite prepared to attribute them with powers 
that far exceed their true capabilities. Amongst the current limitations 
of such systems are their lack of flexibility in supporting different 
learning strategies and their weak powers of explanation. Most systems 
are also designed to function with a single end user in mind working on 
a stand-alone machine. If there are intellectual benefits to be gained 
from communication and interaction with peers, for example, then 
current systems are not designed to support such activities (though 
some attempts to create shared learning environments are underway). 

More generally, however, it is important to recognize the theoretical 
assumptions about the nature of human learning and development 
which have inspired the design of such systems. Any limitations of the 
theory will be inherited by the system. Thus, one reason for concluding 
with a discussion of the application of theory to computer-based 
learning is to highlight the fact that, in trying to assess their likely worth 
and potential, all of the conceptual and empirical ideas we have been 
exploring in this book are relevant. If we are to be intelligent users of 
such systems in education, and not simply dupes to a hard sales pitch, 
then we must measure their promise against our general knowledge of 
how children think and learn. 
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